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ABSTRACT 

Background: Renal failure is one among the slowly progressive diseases of kidney function 

characterized generally by low glomerular filtration (GRF). The replacement therapy of renal 

failure by hemodialysis involves the removal of excessive toxic fluids and toxic metabolic end 

products from the body. One continuous and five categorical predictors were included in the 

analysis. The mean baseline age of renal failure patients was 36.64 years. Out of 269 renal failure 

patients 118(43.87%) were female and 150(55.76%) were hypertensive. Joint models typically 

combine linear mixed effects models for repeated measurements and Cox models for censored 

survival outcomes. Thus, the aim of this study was to present joint modelling on longitudinal 

glomerular filtration rate measurement and time-to-death of renal failure patients treated under 

hemodialysis. 

Methods: Hospital based retrospective study was conducted among renal failure patients 

attending hemodialysis between 2016 and 2018 at Saint Paulo’s Hospital Millennium Medical 

College, Addis Ababa, Ethiopia. The longitudinal eGFR and the time to event (i.e. death) data with 

the separate modeling approach and the joint modeling approach was fitted. A total of 269 renal 

failure patients screened who were under hemodialysis follow-up at Saint Paulo’s Hospital 

Millennium Medical College. 

Results: The results for separate and joint models were quite similar to each other but not 

identical. However, the estimates of the association parameters in the joint analysis were 

significantly different from zero, providing evidence of association between the two sub-models. 

The relationship between kidney function as measured by eGFR and the hazard for death was 

negatively significant. Thus, death is less likely to occur in patients with higher eGFR. 

Conclusions: When evaluating the overall performance of both the separate and joint models in 

terms of model parsimony, goodness of fit, smaller total AIC, and the statistical significance of 

both the association parameters, the joint model performs better. Thus, authors concluded that the 

joint model was preferred for simultaneous analyses of repeated measurement and survival data. 

Key words: Hemodialysis, Chronic Kidney Disease, Joint Model, Longitudinal Data, Survival 

Data Cox PH model. 
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CHAPTER ONE 

1. INTRODUCTION 

1.1. Background of the Study 

Kidneys are bean-shaped organs that constitute the upper part of the urinary system. Their roles 

include filtering blood, i.e. removing waste products, and regulating blood volume and pressure, 

amongst others (Field et al., 2011). The glomerulus is the kidney's filtration unit. A single kidney 

includes about one million glomeruli. It is accepted that glomerular filtration rate (GFR) is the best 

overall measure of kidney function/ health (Stevens et al., 2006). Normal GFR values are expected 

to be approximately 130 ml/min/1.73m2 of body-surface area for a young man, and 120 

ml/min/1.73m2 for a young woman (depending on age and body size). GFR less than 60 

ml/min/1.73m2 indicates chronic kidney disease (CKD), and GFR less than 15 ml/min/1.73m2 

indicates end-stage renal disease and preparation for renal replacement therapy (RRT), i.e. dialysis 

or transplantation. Direct measurement of GFR is expensive and difficult in routine clinical 

practice. Alternatively, estimated versions, called eGFR, are widely used. There are many 

formulae to obtain eGFR which combine kidney function biomarkers, e.g. serum creatinine (SCr), 

and demographic factors, e.g. gender, age and ethnicity, in a deterministic manner. Two popular 

ones are the Modification of Diet in Renal Disease (MDRD) (Levey et al., 1999)and Chronic 

Kidney Disease Epidemiology Collaboration (CKD-EPI), (Levey et al., 2009). Here, kidney 

function biomarkers are easy to measure in a routine blood test, but are known to be subject to 

substantial measurement error, which is also inherited into eGFR. These noisy variables are 

biochemical that are expected to be removed from the body by the kidneys, but their levels in blood 

might also be associated with other factors. For example, SCr is a muscle breakdown product, and 

heavy drinkers are known to lose muscle. Such a person might have a higher level of SCr than 

expected, yet have a pair of well-functioning kidneys. Another example is that some drugs are 

known to inhibit creatinine clearance, and might lead to measuring higher levels of SCr in the tests 

(Stevens et al., 2006). 

Hemodialysis is one of the renal replacement therapy (Nisha et al., 2017). The technique plays a 

vital role in the process for the extracorporeal removal of waste products such as creatinine, urea 

and free water from the blood, when the kidneys are impaired. The principle behind hemodialysis 

is the diffusion of solutes through a semi permeable membrane. Hemodialysis is usually performed 
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with uremic patients for two to three times a week and the required times for dialysis vary from 

two to four hours (Bloembergen et al., 1996). The difference in the time of dialysis depends on 

various factors, including kidney function, amount of waste in body, level of salts and body weight. 

Dialysis improves many symptoms of kidney failure, but some problems including hypertension, 

anemia and itch often require additional drug treatments as well (Tomás et al., 2008). While HD 

does not cure renal disease, its use does allow patients with ESRD to survive (Weisbord et al., 

2007). Nevertheless, HD is a lifelong treatment that significantly and sometimes adversely affects 

patients both physically and mentally (Kimmel, 2001). 

The progression of kidney damage is marked by the rise in two important chemical substances in 

the blood, Creatinine and Urea whose evaluation in Serum helps to assess Glomerular Filtration 

Rate (GFR) followed by renal function. However, neither Creatinine nor Urea is directly toxic and 

they are only a measure of kidney function (Devi et al., 2009). Creatinine is produced from muscles 

and is excreted through the kidneys along with other waste products. Creatinine concentration in 

serum is maintained by the balance between its generation and excretion by the kidneys. It has 

been estimated that 2% of the body’s Creatine is converted into creatinine every day, resulting in 

the daily generation of creatinine at a fairly constant rate of 20 to 25 and 15 to 20 mg/kg/day for 

male and female respectively (Iseki et al., 1997). The quantity of creatinine in serum depends on 

their generation, glomerular filtration and tubular secretion of serum creatinine. Calculations based 

on serum creatinine and the age groups of the patient are used to estimate more precisely the degree 

of kidney function (Clark et al., 1998). These calculated values are called the estimated glomerular 

filtration rate or eGFR. Sometimes a 24 hour urine collection and blood test together are used to 

measure the efficiency of kidney’s removal (or clearance) of Creatinine from the body. These 

results are known as Creatinine clearance (Yassin et al., 2014). Urea is an organic compound and 

plays a vital role in the metabolism of nitrogen-containing compounds. It is a waste product from 

dietary protein and is also filtered into urine by the kidneys (Dorgalaleh et al., 2013). Urea nitrogen 

is a normal waste nitrogen product found in blood that comes from the breakdown of protein from 

foods. Healthy kidneys remove urea nitrogen from blood, but the level of urea in blood rises with 

kidney failure occurs(Rusul Arif AA and S, 2014). 

Renal failure is one among the slowly progressive diseases of kidney function characterized 

generally by low glomerular filtration (GRF). The replacement therapy of renal failure by 

hemodialysis involves the removal of excessive toxic fluids and toxic metabolic end products from 
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the body(Nisha et al., 2017). In renal failure dialysis, the patient must be connected to a machine 

that mechanically filters the blood. Dialysis does not treat renal failure, but instead keeps a person 

alive by performing the crucial functions of the kidneys. A person may have to undergo dialysis 

as often as several times a day or as little as weekly, depending on the severity of the renal failure. 

A person with acute, reversible renal failure may need dialysis while the kidneys recover (Tuso, 

2009). 

Chronic kidney disease (CKD) and end-stage renal disease (ESRD) are two common worldwide 

public health problems in recent years ((Modi and Jha, 2006). Hemodialysis (HD) is one of the 

main modalities of renal replacement therapy in ESRD patients (Mousavi et al., 2015). 

CKD is increasingly recognized as a global public health problem (Eckardt et al., 2013). Kidney 

failure is the most severe form of CKD, and is fatal if not treated by renal replacement therapy 

(RRT), which can be dialysis or kidney transplantation. The prevalence and associated burden of 

CKD is rising worldwide; with the fastest growth occurring in low-income and middle-income 

countries(Vos et al., 2016). 

In end stage renal disease (ESRD), the kidneys are not able to do the metabolic actions and create 

liquids and metabolites equilibrium in the body(Smeltzer et al., 2010). In such cases, the survival 

of the patient is only possible with a kidney transplant. Although there are geographical differences 

in the treatment of ESRD, hemodialysis remains the most common therapy for this disease (Clark 

et al., 1998). Due to increased access to dialysis, many ESRD patients now live longer than ever 

before. Worldwide, the ESRD-related mortality rate in Europe and Japan is relatively low, whereas 

it is very high in developing countries due to limited access to hemodialysis. In the U.S., the 

mortality rate of patients receiving dialysis is almost 18% - 20%, and their 5-year survival rate is 

about 30% - 35 % (Fauci A et al., 2008).  

Chronic kidney disease (CKD) is an important challenge for health systems around the world 

(Foundation, 2002). Consuming a huge proportion of health care finances (Arogundade and 

Barsoum, 2008, Grassmann et al., 2005). It is even more significant for developing countries 

(Foundation, 2002) which now face the double burden of infectious diseases and growing 

problems of non-communicable diseases such as obesity, diabetes and hypertension (Krzesinski et 

al., 2006). About 85% of third world population where CKD prevention programs are either 

rudimentary or virtually nonexistent (Grassmann et al., 2005). Morbidities and mortalities 
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emanating from CKD in these countries are immense and related to limited access for treatment 

options (Arogundade and Barsoum, 2008). Renal replacement therapy (RRT) is the mainstay of 

care for patients with end stage renal disease (ESRD). Dialysis as an option of RRT prolongs 

survival, reduces morbidities and improves quality of life. However, despite many technical 

advances, morbidities and mortalities of patients on dialysis remain unacceptably high and their 

quality of life is often poor (Bethesda, 2003). Common independent predictors of survival are age, 

race, serum albumin at the start of dialysis, activity level at the start of dialysis, and presence of 

certain comorbidities such as heart failure and cancer (Bleyer et al., 1996). 

Renal disease is common throughout the world. In the United States alone, almost 100,000 people 

began renal replacement therapy (RRT) for end-stage renal disease (ESRD) in 2001(Kimmel and 

Peterson, 2005); by 2008, this number had increased to 485,000 patients (Collins et al., 2010).More 

than 90% of these patients were started on hemodialysis (HD), while only 8.5% began RRT with 

peritoneal dialysis (PD) (Kimmel and Peterson, 2005). In Korea, the number of dialysis centers 

and machines has continuously increased, and 62.1% of patients receiving RRT were being treated 

with HD (Son et al., 2009). An international comparison showed that Taiwan has the greatest 

incidence and second-greatest prevalence of ESRD (Kuo et al., 2007). Furthermore, renal disease 

is one of the top 10 causes of death in Taiwan, and roughly 95% of ESRD patients are on HD 

(Hsieh et al., 2007).  

Treatment options for CKD are not readily available for most countries in sub-Saharan Africa. The 

region contributes to less than 5% of patients on RRT worldwide (Jafar et al., 2006). Dialysis and 

transplant programs in this part of the world are dependent on the availability of external funding 

and donors. As a result, only less than 5% of patients with diagnosed ESRD are able to get 

treatment for longer than 3 months (Arogundade and Barsoum, 2008). 

The beginning of dialysis activity in Africa was in 1957,(Barsoum, 2012) only 12 years following 

Willem Kolff’s breakthrough in the Netherlands.(Barsoum et al., 2015)The sole general physician 

in Krugersdorp, a small town in South Africa, built the first dialysis machine in the continent, 

which was a cross between a Kolff coil and a rotating drum. He used it to treat 2 patients with 

acute renal failure and although both died shortly after, the event was a historic landmark. The 

next attempt was made a year later in Egypt. Professor Nagy El-Mahallawy of Ein-Shams 

University in Cairo imported a primitive Alwall dialyzer, which he used to treat a woman with 
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acute renal failure who died after a few sessions. ,(Barsoum, 2012)Efforts were resumed in both 

countries in 1962 to 1963, when both peritoneal dialysis (PD) and hemodialysis were used 

routinely for the management of acute renal failure and poisoning in Cairo and Johannesburg 

university hospitals. Two North African universities in Tunisia and Algeria and one in Kenya 

joined the club during the same period. The first patient in the continent to receive hemodialysis 

by a Scribner shunt was treated at Kasr-El-Aini medical school of Cairo University in February 

1964. In the following years, dialysis services were started in Nigeria (1965), Sudan (1968), Libya 

(1972), Zimbabwe (1972), and Morocco (1977). Dialysis for the management of acute renal failure 

subsequently was adopted in other leading teaching institutions in the rest of Africa.(Barsoum, 

2012). 

Outcomes of dialysis in Africa generally are suboptimal, with annual survival ranging from 20% 

to 70% and relatively poor quality of life.(Arogundade et al., 2005) Both the unavailability and the 

inadequacy of dialysis services have been attributed to insufficient financial and human resources 

and illiteracy, in addition to malnutrition and concomitant infections such as hepatitis C virus in 

the Sahara(Barsoum, 2013) HIV (human immunodeficiency virus) in the Sub Sahara(Swanepoel 

et al., 2012)and tuberculosis(Shigidi et al., 2012) and parasitic infections(Barsoum, 1991) 

throughout the continent. In most countries, suboptimal primary care often fails to prevent and 

treat chronic non communicable conditions, such as diabetes, hypertension, and CKD 

complications. 

For many years the magnitude of ESRD in Ethiopia has not been studied. The use of dialysis in 

the country as a treatment strategy for ESRD dates less than a decade. In addition, access for 

dialysis is limited and is a highly unaffordable for the general public. Each dialysis session costs 

about $100 (1700 Birr) excluding the costs for other supportive cares. Because of the low 

socioeconomic status, dialysis is thus considered as luxury care in the country. There is currently 

no dialysis center in Public hospitals in Ethiopia with a population surpassing 85 million. In 

addition, there is no national strategy for prevention and care of patients with CKD. (Shibiru et al., 

2013) 

1.2. Statement of the Problem 

Renal failure is one among the slowly progressive diseases of kidney function characterized 

generally by low glomerular filtration (GRF). The replacement therapy of renal failure by 
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hemodialysis involves the removal of excessive toxic fluids and toxic metabolic end products from 

the body (Nisha et al., 2017). If kidneys fail, it needs treatment to replace the work they normally 

do. The treatment options are dialysis or a kidney transplantation. 

Patients who are on dialysis also face different problems that may end up with losing life. As far 

as research knowledge concerned, there is no study that has been conducted in Ethiopia that reports 

the potential factors for the death of renal failure HD patients. Knowing the causes of the death of 

renal failure patients will help in taking appropriate care for that problem. This enables to give 

attention due to these problems so that we can prolong the life of HD patients. 

Many well established methods exist for analyzing longitudinal and survival data separately; 

including linear mixed effects models for longitudinal data, and parametric or semi-parametric 

models for survival data. But their separate use may be inappropriate when the longitudinal 

variable is correlated with patient health status, (Guo and Carlin, 2004) and unbiased statistical 

inferences are more likely to be obtained via a joint model (Tsiatis et al., 1995, Wulfsohn and 

Tsiatis, 1997). Joint models of longitudinal and survival data, on the other hand, incorporate all 

information simultaneously and provide valid and efficient inferences. But, by separate modeling, 

the interrelationships of the two responses cannot be investigated. For example, the GFR are 

measured at different times for each patient, hence, the GFR level changes from time to time for 

each patient and also there will be a considerable difference in the GFR fluctuations (variability) 

among subjects. Therefore, separate modeling would not able to examine the effect of these 

differences of the longitudinal response on the survival outcome but joint modeling does. 

 Asar et al., (2015) develop the joint model of longitudinal estimated GFR measurement and time 

to initiation of renal replacement therapy (RRT). And compare the results with those obtained by 

the more widely used approaches of conducting separate analyses of the repeated measurements 

and survival times based on a linear mixed effects model and a Cox model, respectively. They 

used Linear Mixed Model for the longitudinal part by analyzed log-transform eGFR(Y=log 

(eGFR)) data. In this study Linear Mixed Effect Model were used for the longitudinal part and 

Cox proportional hazard model for survival part.    

The main aim of this thesis was studying the joint model of longitudinal estimated GFR 

measurement and time to death of renal failure patients treated under hemodialysis at Saint Paulo’s 
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Hospital Millennium Medical College. Specifically determine factors influencing the survival time 

of renal failure patients and identifying the typical patterns of progression in estimated GFR.  

1.3. Objective of the Study 

1.3.1. General Objective 

The general objective of this study was to investigate the survival status of renal failure patients 

treated under hemodialysis with joint model of estimated glomerular filtration rate at Saint Paulo’s 

Hospital Addis Ababa. 

1.3.2. Specific Objective 

 To investigate factors influencing the survival time of renal failure patients in Saint Paulo’s 

Hospital. 

 Fit appropriate joint models of the repeated measurements and time-to-death from dialysis. 

 To determine the prognostic factors affect the Progression rate of GFR. 

1.4. Significance of the Study 

The importance of this study was identifying the significant factors affecting the progression rate 

of estimated GFR and time to death of renal failure patients treated under hemodialysis. On top of 

this, it may help to provide information for health professionals, policy makers and other 

governmental and non-governmental organizations to give attention for this silent killer disease 

and minimize the risk of death in the country as well as in the study area. In addition, it helps as a 

reference for other researchers. 

1.5. Limitation of the Study 

The study is conducted based on secondary data which might have incomplete biased information 

and poor data recording on the different patient charts.  The modeling problem is failing to 

convergence due to in inability of computer computing capacity. Thus, here in the separate and 

joint model, authors did not see the interaction effect of the predictors over time. 
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CHAPTER TWO 

2. LITERATURE REVIEW 

Renal failure refers to temporary or permanent damage of the kidneys that result in loss of normal 

kidney function. There are two different types of renal failure that are termed as acute and chronic. 

Acute renal failure has an abrupt onset and is potentially reversible. Chronic renal failure 

progresses slowly for at least three months and can lead to permanent renal failure. The causes, 

symptoms, treatments, and outcomes of acute and chronic are different (Krzesinski et al., 2006). 

Dialysis is a procedure that is performed routinely on persons who suffer from acute or chronic 

renal failure, or who have end stage renal disease (ESRD). The process involves removing waste 

substances and fluid from the blood that are normally eliminated by the kidneys. Dialysis may also 

be used for individuals who have been exposed to or ingested toxic substances to prevent renal 

failure from occurring. There are two types of Dialysis treatments which are hemodialysis and 

peritoneal dialysis. People with ESRD are living longer than ever. Dialysis treatments (both 

hemodialysis and peritoneal dialysis) are not cures for ESRD, but will help you feel better and live 

longer. Over the years, ESRD can cause other problems such as bone disease, high blood pressure, 

nerve damage, and anemia (having too few red blood cells) (WHO, 2006). 

Diseases of the kidneys are amongst the most important causes of death and disability in many 

countries throughout the world (Verma et al., 2006). Renal failure is a systemic disease and usually 

turns into a route cause for several kidney and urinary tract diseases. Renal failure induces a slow 

and progressive decline of kidney function enhanced by various factors including infections, auto 

immune diseases, diabetes and other endocrine disorders, cancer, and toxic chemicals (Chielle et 

al., 2015). It is usually a result of complications arising from other serious medical conditions. 

Unlike acute renal failure, which happens quickly and suddenly, chronic renal failure occurs 

gradually - over a period of weeks, months, or years - as the kidneys slowly stop working, leading 

to an end-stage renal disease (ESRD) (Rusul Arif AA and S, 2014). High blood pressure is one of 

the leading causes of kidney failure. It may also damage the blood vessels in the kidney affecting 

the secretion of waste products. Waste may secrete extra cellular fluids and further raise the blood 

pressure eventually leading to ESRD (Nisha et al., 2017). Anemia parallels the degree of renal 

impairment and it is a most important cause is the failure of renal erythropoietin secretion. 
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Ueda et al., (2003) investigated factors affecting progression of renal failure by measuring the 

doubling of serum creatinine (sCr) as an end point in cohort of 85 type 2 diabetic patients with 

chronic renal failure. According to their Cox proportional hazard analyses, lower serum albumin, 

lower hemoglobin, sex (male), and lack of insulin therapy was significant factors for the 

progression of renal failure. Kaplan-Meier analysis showed that patients without insulin therapy 

had significantly faster progression of renal failure. Due to multivariate Cox proportional hazards 

analysis, lower serum albumin concentration, lower hemoglobin value, higher mean blood 

pressure, and lack of use of insulin was significant factors favoring progression of renal failure 

(Ueda et al., 2003). 

Younespour et al., (2016) was modeling joint of the longitudinal measurements of serum creatinine 

level and time-to-event data of time to graft failure. The data involved 413 renal transplantation 

patients and investigated the etiological role of recipient characteristics in serum creatinine 

changes within the follow-up period and in relation to the graft failure risk, as well as evaluated 

whether or not the serum creatinine level represents an indicator of graft failure following renal 

transplantation. According to the result of survival sub model, patients who received a living donor 

kidney had a higher risk of graft failure than patients who received a deceased donor kidney 

transplant. Also based on the results of the longitudinal sub-model, the serum creatinine values 

significantly decreased over time. The significant model association parameter revealed a positive 

association between the serum creatinine levels and graft failure, which means that graft failure is 

more likely to occur in patients with higher serum creatinine levels (Younespour et al., 2016).  

According to Silins et al., (1989), 8432 patients’ data in Canada was used to assess the mortality 

rates among patients with end stage renal disease (ESRD). By using life table method they 

estimated the probability of dying during the first 5 years after registration from the registered 

data. Univariate analyses was performed to determine the probability of dying by risk factor. The 

risk factors studied was age, sex, race, blood type, year of registration, primary diagnosis, 

treatment, and transplantation history. Significant differences in the probability of dying was found 

between those with and without diabetes mellitus, between those who had received a renal 

transplant and those who had not, between white and nonwhite patients and between various age 

groups. Primary diagnosis and treatment was significantly associated with the risk of dying among 

the ESRD patients. For those who had received a transplant, the length of time spent waiting for a 

transplant was positively associated with the risk of death from ESRD. Patients who had received 
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peritoneal dialysis before transplantation had a higher risk of death than those who had received 

either hemodialysis or transplantation as the first treatment. Three survival models namely Cox’s, 

exponential, and weibull, was compared in assessing the effect of each risk factor on mortality. 

Results from the exponential model are presented, as it agreed excellently with but was simpler 

than the Cox proportional hazards and weibull models (Silins et al., 1989). 

A study was carried out by Montaseri et al., (2016) on the application of Parametric Model to 

investigate Survival in Hemodialysis Patients and used 270 hemodialysis patients’ data who were 

referred to Imam Khomeini and Fatima Zahra hospitals between November 2007 and November 

2012. Also used the Akaike information criterion (AIC) and residuals to compare the performance 

of the parametric models. According to the results of a multivariate analysis of the variables in the 

parametric models the mean serum albumin and the clinic attended was the most important 

predictors in the survival of the hemodialysis patients. Among the parametric models tested, the 

results indicated that the performance of the Weibull model was the highest. The Weibull model 

seemed to show the best fit among the parametric models of the survival of hemodialysis patients 

(Montaseri et al., 2016). 

Shibiru et al., (2013) used Kaplan-Meier survival analysis to assess survival patterns of patients 

on maintenance hemodialysis for end stage renal disease. The study was conducted at Saint Gabriel 

General Hospital, Ethiopia. They used descriptive statistics and chi-square tests to test the 

association among different variables. According to the result Kaplan-Meier survival analysis 

showed that type of vascular access used and erythropoietin treatment are significantly affected 

both short term and long term survival patterns (Shibiru et al., 2013).     

Sá Carvalho et al., (2003) used Cox proportional hazards model to analyze survival of 11579 

patients on hemodialysis in 67 health facilities in Rio de Janeiro state. They applied a frailty 

random effect models to investigate difference in mortality between health centers not explained 

by measured characteristics. According to the result the variables that are significantly associated 

with outcomes is age and diabetes. And there is significant frailty effects among centers (Sá 

Carvalho et al., 2003). 

Vahedi et al., (2016) used data from kidney center of Hasheminejad in Terhan, Iran. The study 

was aimed to provide the survival analysis of maintenance hemodialysis patients using different 

parametric survival model. The different parametric survival models (exponential weibull, 
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gompertz, lognormal and log-logistic) was compared by using AIC and cox-snell residual. 

According to AIC and cox-snell residual weibull survival model manifested better results as 

compared to others. And they reported age at the time of admission, walking ability, diabetes 

mellitus, hemoglobin level, serum creatinine, and serum protein as a significant effect on survival 

of the hemodialysis (Vahedi et al., 2016).    

Jaffa et al., (2015) also applied multivariate Generalized Linear Mixed Models (mGLMM) to 

investigate multiple longitudinal kidney function outcomes collected over 3 years on a cohort of 

110 renal transplantation patients. They determined the correlated outcomes blood urea nitrogen 

(BUN), serum creatinine (Cr), and estimated glomerular filtration rate (eGFR) and the effects of 

various covariates such as gender, age, and race by using different mGLMMs. And assessed 

different mGLMMs such as shared random intercept (SHRI), shred random intercept and slope 

(SHRIS), separate random intercept (SPRI), separate random intercept and slope (SPRIS) to 

identify the one that has the best fit and most accurate estimates.  Also conducted a bootstrap 

pseudo-simulation to gauge the tradeoff between the complexity and accuracy of the models. 

According to the result SPRI provided most accurate estimates (Jaffa et al., 2015). 

 Asar et al., (2015) develop the joint modelling framework and compare the results with those 

obtained by the more widely used approaches of conducting separate analyses of the repeated 

measurements and survival times based on a linear mixed effects model and a Cox model, 

respectively. They used a data set from the Chronic Renal Insufficiency Standards Implementation 

Study (CRISIS) run by Salford Royal NHS Foundation Trust (SRFT). According to the result, the 

conventional linear mixed effects model and the longitudinal component of the joint model was 

found to be similar. However, there was considerable differences between the results for the Cox 

model with time-varying covariate and the time-to-event component of the joint model. In Cox 

model analysis the relationship between kidney function as measured by eGFR and the hazard for 

initiation of RRT was significantly underestimated that treats eGFR as a time-varying covariate, 

because the Cox model does not take measurement error in eGFR into account. Regarding to these 

result Joint models should be preferred for simultaneous analyses of repeated measurement and 

survival data, especially when the former is measured with error and the association between the 

underlying error-free measurement process and the hazard for survival is of scientific interest (Asar 

et al., 2015). 
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2.1. Joint Model 

Joint models are a class of models to describe the joint behavior of a biomarker process 

(longitudinal response) and an associated survival process, where the biomarker process is 

observed at a series of times and the survival process gives rise to censored event times. When 

association between the two processes exists, less biased and more efficient inferences will be 

obtained by using joint model (Guo and Carlin, 2004) and unbiased statistical inferences are more 

likely to be obtained via a joint model (Tsiatis et al., 1995, Wulfsohn and Tsiatis, 1997). Also the 

use of separate models, in such cases, can cause biased estimates (Ratcliffe et al., 2004), with joint 

models resulting in a reduction in the standard error of estimates. Thus, with more accurate 

parameter estimates, valid inferences concerning the effect of covariates on the longitudinal and 

survival processes can be obtained through joint models. 

In general, a joint model consists of two sub models, which (Henderson et al., 2000)referred to as 

the measurement model for the longitudinal process, and the intensity model for the survival 

process, and a latent association function of the random effects in which the two sub models are 

linked. And these two processes are assumed to be conditionally independent given unobserved 

random effects (Wulfsohn and Tsiatis, 1997,)  
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CHAPTER THREE 

3. DATA AND METHODS 

3.1. Study Design and Area 

A retrospective study was carried out from January 2016 to March 2018 among renal failure 

patients attending dialysis at Saint Paulo’s Hospital. The survival analysis were used to investigate 

the survival time of renal failure patients that are treated under hemodialysis with the joint model 

of longitudinal estimated glomerular filtration rate. The study was conducted in Saint Paulo’s 

Hospital Millennium Medical College which is located in the capital city of Ethiopia, Addis 

Ababa. 

3.2. Study Population 

All renal failure patients who were treated under hemodialysis from January 2016 to March 2018 

at Saint Paulo’s Hospital Millennium Medical College and fulfill the inclusion criterion was 

considered in this study. 

3.3. Measurements and Study Variables 

3.3.1. Response Variables 

The continuous longitudinal eGFR and the survival outcome of patients were the two response 

variables considered in this study. The continuous longitudinal outcome variable was the number 

of estimated glomerular filtration rate (GFR) per 121 )(73.1/min/  mml . GFR is the total of the 

filtration rates of the functioning nephrons in the kidney. GFR is measured using the Modification 

of Diet in Renal Disease (MDRD) Study equation (Levey et al., 2007) as:-     

)(21.1)(742.0}{}{175 203.0154.1 RaceSexAgeSCreGFR  
 

Where eGFR denotes estimated glomerular filtration rates measured by 121 )(73.1/min/  mml

,SCr denotes serum creatinine measured by dlmg / , Sex coded as male=0 and female=1, age in 

year and Race coded as white=0, black=1. 

The survival outcome variable was time to an event of clinical interest (death) occurs from a 

defined origin. Typically, survival times T, can be either observed or censored, the latter meaning 
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that observation of the subject in question is terminated before the event of clinical interest occurs; 

hence the data tell us that T is at least T0, but we do not know the exact value of T. Censoring in 

this study was considered when patient transferring to another hospital or alive or loss to follow 

before March 2018. 

3.3.2. Independent Variables 

Six independent variables was used for either the separate or joint analyses. One among the six 

predictors was continuous while the remaining five were categorical predictors. 

Table 1 Independent variables 

 

3.4. Method of Data Collection 

Secondary data was used for this study. The data was collected from patient charts based on those 

variables to be considered in this study. Laboratory tests were performed in each month, both the 

longitudinal and survival data are extracted from the patient’s chart which contains 

epidemiological, laboratory and clinical information of all renal failure patients under 

hemodialysis follow up. 

3.5. Method of Data Analysis  

Data was checked to ensure that all the information were properly collected and recorded. Before 

and during data processing the information would be checked for completeness and internal 

consistency. The analyses of Linear Mixed effect Model for the longitudinal data, Cox model for 

Variables   Categories 

Sex  1 =Male, 0 =female 

Age  in years 

Hypertension 1 =Yes, 0 =No 

Diabetes incidence 1 = type I or type II diabetes, 0 =No diabetes 

Anemia 1 =anemia, 0 =no anemia 

Cardiac complication 1 =  Cardiac complication, 0 =No Cardiac complication, 
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time to event data, and joint model was coded and analyzed using the statistical packages SPSS 21 

and R 3.4.3 

In this study the longitudinal eGFR data and the time to event (i.e. death) data with the separate 

modeling approach and the joint modeling approach were fitted. Suppose longitudinal response 

data and time-to-event data are available from 𝑚 subjects. Denote ijiii njtyY ,...,1),({   to be a 

set of longitudinal response measurements for the ith subject collected at times },...1,{ nijt ji  . In 

addition, each subject provides a (possibly right censored) failure time )*,min( CiTiTi  and an 

event indicator  CiTii *  which indicates whether the observed failure time is a true 

failure time, *Ti  or a censoring time Ci . 

3.5.1. Separate Analysis of Longitudinal Data 

3.5.1.1. Exploratory Data Analysis 

Exploratory data analysis were conducted in order to investigate various associations, structures 

and patterns exhibited in the data set. This consists of obtaining the summary statistics such as 

frequencies and percentages in a particular group. In addition, the individual profile plots and mean 

structure plots were obtained in order to gain some insights of the data (Verbeke and Molenberghs, 

2000). Smoothing techniques that highlight the typical response as a function of an explanatory 

variable without reliance on specific parametric models. 

3.5.1.2. Linear Mixed Model (LMM) 

Three classes of models are commonly used for analysis of longitudinal data; mixed effects model 

(or random effects model), marginal models (generalized estimating equations (GEE) models) and 

transition models. (Linear) Mixed effects models (LMM) are widely used in which random effects 

are introduced to incorporate the between-subjects variation and within subject correlation in the 

data. In marginal models, the mean structure and the correlation (covariance) structure are modeled 

separately without distribution assumptions for the data while in the transitional models, the within 

subject correlation is modeled via Markov structures. 

Mixed models extend classical linear regression models by including random or subject-specific 

effects next to the (traditional) fixed effects in the structure for the mean. The random effects not 
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only determine the correlation structure between observations on the same subject, they also take 

account of heterogeneity among subjects, due to unobserved characteristics. 

In linear mixed effects model, the sequence of the longitudinal measurements 
iniii yyy ,,,,,,,,2,1

for the ith subject at times 
iniii ttt ,,,,,,2,1 is modeled as:(Rizopoulos, 2012b). 
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Where iX  and iZ  are known design matrices, for the fixed-effects regression coefficients β, and 

the random-effects regression coefficients ib , respectively, and inI  denotes the ni-dimensional 

identity matrix. The random effects are assumed to be normally distributed with mean zero and 

variance-covariance matrix D, and are assumed independent of the error terms i , i.e., cov (bi, i

)=0. 

In general, in mixed effects models, random effects ib are introduced for each subject to 

incorporate the correlation between the repeated measurements within subject. Since each subject 

shares the same random effects, the measurements within subject are correlated. Moreover the 

random effects facilitate subject specific inference. A mixed effects model specifically 

incorporates both sources of variations: it uses random effects or subject effects to represent 

deviations of subject longitudinal trajectories from the population average. Thus, a mixed effects 

model allows subject specific inference, in addition to standard population average inference. 

3.5.2. Separate Analysis of Survival Data  

3.5.2.1. Kaplan Meier and Log-rank Test 

Preliminary analysis of the data using non-parametric methods provides insight into the shape of 

the survival function for each group and get an idea of whether or not the groups are proportional, 

i.e., if the estimated survival functions for two groups are approximately parallel (do not cross). 

The standard estimator of the survival function, proposed by (Kaplan and Meier, 1958)is called 

the Product-Limit estimator.  
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This estimator incorporates information from all the observations available, both uncensored 

(event times) and censored, by considering survival to any point in time as a series of steps defined 

at the observed survival and censored times. We use the observed data to estimate the conditional 

probability of confirmed survival at each observed survival time and then multiply them to obtain 

an estimate of the overall survival function. 

We assume that we have a sample of independent observations denoted niiti ,...,2,1),( ,  of the 

underlying survival time variableT  and censoring indicator variable (if censored)     

Assume also that nr  of the observations are recorded death times. The rank-ordered survival 

times are denoted by )()2()1( ... rttt   

Let in =the number at risk of dying at )(it and id =the observed number of deaths at )(it . Then the 

KM estimator of the survivor function at time t is 




















tit i

ii
ttif

n

dn

ttif

ts

)(

)1(

)1(

),(

,1

)(ˆ  

Log-rank test is used also for statistically testing whether the survival experiences of groups of a 

variable is the same or not. It is obtained by constructing a 2×k table at each distinct event (default) 

time, and comparing the default rates among groups, conditional on the number at risk in the 

groups. 

3.5.2.2. Cox Proportional Hazard Models 

In the analysis of survival data interest centers on the risk or hazard of death at any time after the 

time origin of the study. As a consequence the hazard function is directly modeled in survival 

analysis. Objective of the modeling process is to determine which combination of the potential 

explanatory variables affects the form of the hazard of death can be studied. And also to obtain an 

estimate of the hazard function itself for an individual. From this an estimate of the survivor 

functions and hence the median survival time can be obtained.  

The basic model for survival data is the proportional hazards model, proposed by Cox (1972), and 

is called the Cox regression model. Although the model is based on the assumption of proportional 

hazards, no particular form of probability distribution is assumed for the survival times. The model 
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is therefore referred to as a semi-parametric model. The widely used semi-parametric survival 

regression model is the Cox Proportional Hazards (PH) model in which the hazard at time t can 

be expressed as: 

),()(),,(
0

 xrtxth h  

This hazard function is the product of two functions. The function )(
0

th , characterizes how the 

hazard function changes as a function of survival time. The other function ),( xr , characterizes 

how the hazard function changes as a function of subject covariates. The functions must be chosen 

such that ),( xr >0. We note that )(
0

th  is the hazard function when ),( xr =1. 

When the function ),( xr is parameterized such that 1),0(  xr , )(
0

th is frequently referred to 

as the baseline hazard function. 

The ratio of the hazard functions for two subjects with covariate values denoted 01 xandx is 
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The hazard ratio (HR) depends only on the function ),( xr . Cox (1972) suggested ),( xr =

)exp( x . With this parameterization the hazard function is 
 xehxth 0),,(  and the hazard ratio 
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This model is referred to as the Cox model, the Cox proportional hazards model or simply the 

proportional hazards model. The term proportional hazards refers to the fact that, the hazard 

functions are multiplicatively related (i.e., their ratio is constant over survival time). If the 

proportional hazard assumption is not true, the parametric survival models might be applied. 

3.5.3. The Joint Models Structure 

The extended Cox model is only appropriate for exogenous time-dependent covariates and 

therefore cannot handle longitudinal biomarkers. When primary interest is in the association 

between such endogenous time-dependent covariates and survival, an alternative modeling 

framework has been introduced in the literature, known as the joint modeling framework for 
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longitudinal and time-to-event data. The motivating idea behind these joint models is to couple the 

survival model, which is of primary interest, with a suitable model for the repeated measurements 

of the endogenous covariate that will account for its special features. To introduce this modeling 

framework, we use following notation. 

We denote by 
*

iT  the true event time for the 
thi subject, iT  the observed event time, defined as the 

minimum of the potential censoring time iC  and
*

iT , and by )( *

iii CTI  the event indicator. 

For the endogenous time-dependent covariate (eGFR) we let )(tyi denote its observed value at 

time point t for the ith subject. We should note that we do not actually observe )(tyi for any time 

t, but rather only at the very specific occasions ijt  at which measurements were taken. Thus, the 

observed longitudinal data consist of the measurements },...,1),({ iijiij njtyy  and )(tmi denote 

the true and unobserved value of the respective longitudinal outcome at time t, uncontaminated 

with the measurement error value of the longitudinal outcome so it is different from )(tyi . 

3.5.3.1. The Longitudinal Sub Model 

In the survival sub model we used the true unobserved value of the longitudinal covariate )(tmi . 

Taking into account that the longitudinal information )(tyi is collected with possible measurement 

errors, the first step towards measuring the effect of the longitudinal covariate to the risk for an 

event is to estimate )(tmi , in order to reconstruct the complete true history )(tM i to each subject. 

The main goal, in this study, is to jointly model the longitudinal eGFR measurements and time to 

death, with a special attention to the effect of GFR variability on the risk of death. In most joint 

models studied in the past decade, longitudinal data are delineated by a conventional linear mixed 

model assuming homogeneous within subject variance(Breslow and Clayton, 1993).Then, the 

linear mixed model can be rewritten as, 
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Where we explicitly note that the design vectors )(txi  for the fixed effects β, and )(tzi  for the 

random effects ib , as well as the error terms )(ti , are time dependent. We assume that error terms 

are mutually independent, independent of the random effects, and normally distributed with mean 

zero and variance
2 . 

This mixed model accounts for the measurement error problem by postulating that the observed 

level of the longitudinal outcome )(tyi  equals the true level )(tmi plus a random error term. We 

could incorporate an additional stochastic term )(tui . This last term is used to capture the remaining 

serial correlation in the observed measurements, random effects are unable to capture. )(tui is 

considered as a mean-zero stochastic process, independent of and  Moreover, the time structure in 

the definitions of )(txi and )(tzi , and the use of subject-specific random effects allows to 

reconstruct the complete path of the time-dependent process )(tM i  for each subject. 

3.5.3.2. The Survival Sub Model Specification 

Our aim is to measure the association between the longitudinal eGFR level and the risk for death, 

while accounting for the special features of the former. To achieve this we introduce the term )(tmi

that denotes the true and unobserved value of the longitudinal outcome at time t. Note that )(tmi

is different from )(tyi , with the latter being the contaminated with measurement error value of 

the longitudinal outcome at time t. To quantify the strength of the association between )(tmi and 

the risk for death, a straightforward approach is to postulate a relative risk model of the form: 
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where }0),({)( tssmtM ii  denotes the history of the true unobserved longitudinal process up 

to time point t, (.)0h  denotes the baseline risk function, and iw is a vector of baseline covariates 

with a corresponding vector of regression coefficients γ. Similarly, parameter α quantifies the 

effect of the underlying longitudinal outcome to the risk for an event. The interpretation of γ and 

α is )exp( j denotes the ratio of hazards for one unit change in jiw at any time t, whereas )exp(  

denotes the relative increase in the risk for an event at time t that results from one unit increase in



  21 

)(tmi  at the same time point. Moreover, note that the relative risk expression (1) postulates that 

the risk for an event at time t depends only on the current value of the time-dependent marker )(tmi

. However, this does not hold for the survival function. In particular, using the known relation 

between the survival function and the cumulative hazard function, we obtain that: 
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Which implies that the corresponding survival function depends on the whole covariate history

)(tM i .Reminding, again that both are written as a function of a baseline hazard ( )(0 Sh ). 

Regardless of the fact that the literature recommends to leave )(0 Sh completely unspecified, in 

order to avoid the impact of misspecifying the distribution of survival times, in the joint modeling 

framework it can lead to an underestimation of the standard error of the parameter estimates(Hsieh 

et al., 2006) when the data satisfies Cox assumption will use it. 

In order to incorporate a time dependent covariate within this framework, we let 0S denote an 

absolutely continuous baseline survival function, and we follow the formulation of Cox and Oakes 

(Cox and Oakes, 1984)that postulates, 
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This can be re-expressed in terms of the risk rate function for subject as: 
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Similarly, to (1), the baseline risk function )(0 th can be assumed of a specific parametric form or 

modeled flexibly. An important difference of (3) compared to (1) is that in the former the entire 

covariate history )(tM i is assumed to influence the subject-specific risk (due to the fact that )(0 th

is evaluated at )(tvi , whereas in the latter the subject-specific risk depends only on the current value 
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of the time-dependent covariate )(tM i .Also, the survival function for a subject with covariate 

history )(tM i equals ))(())(/( 0 tvStMtS iii  . 

3.5.4. Parameter Estimation 

In joint modeling maximum likelihood estimation are methods to estimate the model parameters 

maximum likelihood approach will be used to estimates the model parameters for both processes 

of this study.  (Rizopoulos, 2012a) has also used the likelihood method for joint models, as perhaps 

the most commonly used approach in the joint literature. 

3.5.4.1. Joint Model Maximum likelihood 

The maximum likelihood estimates are derived as the modes of the log-likelihood function 

corresponding to the joint distribution of the observed outcomes }.y,,{T iii  To define this joint 

distribution we will assume that the vector of time-independent random effects ib  underlies both 

the longitudinal and survival processes. This means that these random effects account for both the 

association between the longitudinal and event outcomes, and the correlation between the repeated 

measurements in the longitudinal process (conditional independence). Formally, we have that 
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where TT

b

T

y

T

t ),,(   denotes the full parameter vector, with t denoting the parameters for the 

event time outcome, y  the parameters for the longitudinal outcomes and b the unique parameters 

of the random-effects covariance matrix, and iy is the 1in vector of longitudinal responses of the

ith  subject. 

Under the assumptions the log-likelihood contribution for the ith subject can be formulated as 

follows 
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With the conditional density for the survival part ),;|,(  tiii bTp taking the form 
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Where (.)0h  can be any positive function of time. The joint density for the longitudinal 

responses together with the random effects is given by 
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Where qb denotes the dimensionality of the random-effects vector, and
2/12}{

i

ixx denotes the 

Euclidean vector norm. 

Maximization of the log-likelihood function 
i

iii yTp );,,(log)(   with respect to θ requires 

a combination of numerical integration and optimization algorithms, because both the integral with 

respect to the random effects in (4) and in the survival function given by (2) do not have an 

analytical solution. Despite some authors have employed standard numerical integration 

techniques, such as Monte Carlo or Gaussian quadrature, the Expectation-Maximization (EM) 

algorithm described by (Wulfsohn and Tsiatis, 1997) has been traditionally preferred. The intuitive 

idea behind the EM algorithm is to maximize the log-likelihood in two steps: the Expectation step, 

where missing data are filled, so we replace the log likelihood of the observed data with a surrogate 

function, and the Maximization step, where this surrogate function is then maximized. Furthermore 

(Rizopoulos et al., 2009) has introduced a direct maximization of the observed data log-likelihood 

which is a quasi-Newton algorithm. Therefore hybrid optimization approaches start with EM and 

then continue with direct maximization. 

3.5.4.2. Optimization Control 

To control the optimization process, the EM algorithm starts with a fixed number of iterations, and 

if convergence is not achieved, it switches to a quasi-Newton algorithm until convergence is 

obtained. The following two criteria are used to declare convergence, 
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Where
)(it  denotes the parameters values at the 

thi iteration. In addition, the values for 1 , 2  

that are frequently used are about 
310
or

410
, and for 3 it is about 

810
 

3.5.4.3. Numerical Integration 

As mentioned before, a numerical approach is necessary to approximate the integrals of the 

survival function (2), as well as the integral with respect to the random effects (4), the latter 

becoming more computationally demanding as its dimensionality increases. 

In addition to the possibility of using the Gauss-Hermite (GH) quadrature to approximate these 

integrals' solutions, (Rizopoulos, 2012a) proposed an alternative approach, called the adaptive 

Gauss-Hermite (AGH) rule that decreases the computational burden to some degree. Now, we 

used GH quadrature to approximate the integrals' solutions. 

3.5.5. Estimation and Inference for Joint Model 

3.5.5.1. Estimation of the Random Effects 

The estimation of the random effects presented in (Rizopoulos, 2012a) is based on Bayes theory. 

Assuming that ),( ibp  is the prior distribution, and that );|();,,|(  iiiiii bypyTbp  is the 

conditional likelihood part, the corresponding posterior distribution is, 
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It does not have a closed form solution so it has to be numerically computed. It means that we use 

Bayesian Sampling method using MCMC technique. Two types of estimators typically used are, 
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3.5.5.2. Asymptotic Inference for Joint Models 

After getting the regression model, we go for assessing the significance of the coefficients and the 

construction of the confidence interval as well. (Rizopoulos, 2010)explained that the three 

different tests used to test the null hypothesis of the regression parameters. 

000
ˆ:ˆ:   as HvH  

a Likelihood Ratio Test, with the test statistic defined as: 

)}ˆ()ˆ({2 0   LRT  

Where 0̂ and ̂ denote the maximum likelihood estimates under the null and alternative 

hypotheses, respectively. 

a Score Test, with the test statistic defined as: 

)ˆ()}ˆ(){ˆ( 0
1

00  SISU T   

Where (.)S and (.)I denotes the score function and the observed information matrix of the model 

under the alternative hypothesis; 

a Wald Test, with the test statistic defined as: 

)ˆ)(ˆ()ˆ( 00   IW T  

Under the null hypothesis, they are asymptotically 
2

p distributed, with p denoting the number of 

parameters being tested. In particular, the Wald test for a single parameter j  is equivalent to 

)ˆ(ˆ

)ˆ( 0

j

jj

es 

 
which under the null hypothesis follows an asymptotic standard normal distribution. 

Despite of being asymptotically equivalent, the behavior of the tests is different in finite samples. 

The selection of any of these procedures depends on the limitations of each one. Specifically, 

regarding the computational cost of fitting, the Wald test only requires to fit the model under the 

null hypothesis, and the score test under the alternative. However, the likelihood ratio test requires 

fitting the model under both hypotheses, being more computationally expensive. But other issues 

must be considered, such as that the Wald test does not take into account the variability introduced 
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by estimating the variance components, apart from ignoring the fact that we need to estimate the 

survival process. Also, the implementation of the score test needs extra steps to calculate the 

required components. Therefore, if there is a disagreement among the three tests of the significance 

of the coefficient, the partial likelihood ratio test will prevail. 

A general drawback of these tests is that they are only appropriate for the comparison of two nested 

models. In order to carry out the comparison of non-nested models, information criteria could be 

used, such as the Akaike’s Information Criterion (AIC) defined as, 

parnAIC 2)ˆ(2    

Where parn denotes the number of parameters in the model and the model is the best model if it 

has smallest AIC . 

3.5.6. Missing Data Treatment 

Missing values are a common issue in a lot of practical data situations. There are different imputing 

missing values in longitudinal study. The most popular imputation method to handling missing 

value is multiple imputations (Singer and Willett, 2003). Participants of studies drop out, devices 

fail to measure values, or questions of a survey are not answered; there are many reasons that lead 

to incomplete data. It is one way to address this problem by imputing multiple values for a single 

unobserved one. Consequently the uncertainty of the imputation can be taken into account, by 

including the discrepancy between the imputed values in the final estimation (Singer and Willett 

2003). The multiple imputations replace each missing item with two or more acceptable values, 

representing a distribution of possibilities. The advantage of the method is that once the imputed 

data set have been generated. 

3.5.7. Joint Model Diagnostics 

The standard tools to assess model assumptions are residual plots. Properties and features of 

residuals, when longitudinal and survival outcomes are separately modeled, have been extensively 

studied in the literature. 
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3.5.7.1. Residuals for Joint Models 

A) Residuals for the Longitudinal model 

In the mixed-effects model, two types of residuals are often used, namely the subject-specific 

(conditional) residuals, and the marginal (population averaged) residuals. The subject-specific 

residuals aim to validate the assumptions of the hieriarchical version of the model, i.e, 
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Where, ̂  and ̂ denote the MLEs, and ib̂ the empirical Bayes estimates for the random effects. 

These residuals predict the conditional errors )(ti , and can be used for checking the 

homoscedasticity and normality assumptions. On the other hand, the marginal residuals focus on 

the marginal model for iy  implied by the hierarchical representation, that is, 
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ni
T
iii IZZVwhere 2ˆ  D Denotes the estimated marginal covariance matrix of iy . These 

marginal residuals ym
ir predict the marginal errors iiii bzx  iy , and can be used to 

investigate misspecification of the mean structure ix as well as to validate the assumptions for 

the within-subjects covariance structure iV .Both types of residuals can be used to check the 

assumptions of the longitudinal part of a joint model as well. 

B) Residuals for the Survival model 

A standard type of residuals for the relative risk sub model of the joint model is the martingale 

residuals. These are based on the counting process notation of time-to-event data, and in particular 

on the subject-specific counting process martingale, which is defined for the ith subject as 
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where )(tNi  is the counting process denoting the number of events for subject i by time t, )(tRi is 

the left continuous at risk process with )(tRi = 1 if subject i is at risk at time t, and )(tRi = 0 

otherwise, i
T
i

T
ii btztxtm ˆ)()()(ˆ   and 0ĥ  denotes the estimated baseline risk function. The main 

use of these residuals is for a direct identification of excess events (i.e., to reveal subjects that are 

poorly fit by the model) and for evaluating whether the appropriate functional form for a covariate 

interest has been used in the model. 

 

 



  29 

CHAPTER FOUR 

4. ANALYSIS AND RESULTS 

4.1. Data Description 

The data consists of 269 patients who were renal failure and who were treated under hemodialysis 

between January 2016 and March 2018 in Addis Ababa Saint Paulo’s Hospital Millennium 

Medical College. All patients who started dialysis before March 2018 are excluded. 

The continuous longitudinal eGFR and the survival outcome of patients were the two response 

variables considered in this study. The continuous longitudinal outcome variable was the number 

of estimated glomerular filtration rate (GFR) per 121 )(73.1/min/  mml . GFR is the total of the 

filtration rates of the functioning nephrons in the kidney. GFR is measured using the Modification 

of Diet in Renal Disease (MDRD) Study equation (Levey et al., 2007). Scr were measured 

approximately every one month; at study entry and every one month. There is a sharply increasing 

degree of missing data over time due to missed clinic visits. 

The survival end point of interest is death. Censored patients are those patients who missed contact 

due to lost to follow up or transferring to other hospital or alive. Hence, the time-to-death or death 

time in months was created by subtracting the date of dialysis entry from the date of the last visit. 

Thus, 72 (26.77%) patients were died while the rest 197 (73.23%) were censored patients. 

One continuous and five categorical predictors were included in the analysis. The mean baseline 

age of renal failure patients was 36.64 years. Out of 269 renal failure patients 118(43.87%) were 

female and 150(55.76%) were hypertensive. Among the sampled renal failure patients 

116(43.12%) were with cardiac complication. Table 2 also revealed that the percentage of event 

(death) was higher in male (17.10%) than that of female renal failure patients. The percentage of 

renal failure patients who has hypertension and diabetic complication was higher than that of 

patients who did not such complication. Whereas, the percentage of patients who was anemic and 

cardiac smaller event (death) than that of who did not (Table 2). 
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Table 2  Frequencies and Percentages for Baseline Categorical Variables together with the 

Observed Number of death in each category 

No  Variable  Categories  Total (%) Observed events (%) 

1 Sex Female 

Male  

151 (56.13%) 

118 (43.87%) 

26 (9.67%) 

46 (17.10%) 

2 Hypertension No 

Yes 

119 (44.24%) 

150 (55.76%) 

17 (6.32%) 

55 (20.45%) 

3 Diabetes No 

Yes  

104 (38.66%) 

165 (61.34%) 

14 (5.20%) 

58 (21.57%) 

4 Anemia No 

Yes  

139 (51.67%) 

130 (48.32%) 

43 (15.99%) 

29 (10.78%) 

5 Cardiac No 

Yes 

153 (56.88%) 

116 (43.12%) 

38 (14.13%) 

34 (12.64%) 

  Continuous variable   

6 Age Mean 

36. 64                                

  Sd 

15.25                     

 

 

4.2. Separate Analysis of Longitudinal Data   

Before any data analysis, the assumptions of the data must be checked and hence the Q-Q plots 

was used to check the normality of the longitudinal measures of eGFR. 

 

Figure 1. Q-Q plot of the eGFR measurements and log (eGFR) measurements over time 
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Figure 1 depicted that the Q-Q plot for eGFR measures of original and logarithm transformed data. 

The Q-Q plot for original eGFR showed that the normality assumption violated whereas the 

logarithm transformed attained normality proximally. Thus, the analysis of this study use the 

logarithm transformed eGFR data. 

4.2.1. Exploring the Data 

Exploratory data analysis was conducted in order to investigate various associations, structures 

and patterns exhibited in the data set. In addition, the individual profile plots and mean structure 

plots were obtained in order to gain some insights of the data (Verbeke and Molenberghs, 2000). 

Figure 2 visualized the pattern change of the overall individual plots estimated glomerular filtration 

rate measurements of patients over time. 

 

Figure 2. Individual Profile Plot 
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Figure 2 demonstrates the variability (within and between patients) in eGFR measurements of 

renal failure patients. Since the measurements were not equally spaced across the different subjects 

and data is not balanced, loess smoothing technique was used instead. 

 

Figure 3 Loess smoothing plot of the mean structure 

The line loess smoothing technique suggested that the mean structure of the variable is nearly 

linear (i.e., the relationship between eGFR and time seems to be linear). The plotted profiles tend 

to generate a linearly increasing pattern which rationalizes the use of Linear Mixed Effects model 

to analyze the trajectory of eGFR. Also figure 2.1 in appendix depicted that the longitudinal 

estimated glomerular filtration rate measurements were linearly increased over time.  
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4.2.2. Linear Mixed Effect Model 

After exploring the data examine whether the assumption of heterogeneous within-subject variance 

for the eGFR is supported and also identify the random effects (random intercepts, random slope 

and random intercept random slope) to be included in the model. Table 3 and Table 4 below 

showed that coefficient and standard error for the parameter in fixed effect and variance, standard 

deviation and 95% confidence interval for standard deviation in random effect of the three models. 

Table 3 Comparison of random intercept (RI), random slope (RS) and random intercept 

random slope model (RI RS) in fixed effect 

Fixed effect RI RS RI,RS     

(Intercept) 1.97 * 1.98 * 1.97 * 

 (0.06) (0.04) (0.06)  

Sex(male) 0.37 * 0.39 * 0.38 * 

 (0.04) (0.03) (0.04)  

Age -0.01 * -0.01 * -0.01 * 

 (0.00) (0.00) (0.00)  

Hypertension(yes) -0.07 -0.05 -0.06   

 (0.05) (0.03) (0.04)  

Diabetes(yes) -0.06 -0.00 -0.03   

 (0.05) (0.03) (0.04)  

Cardiac(yes) -0.00 -0.00 -0.00   

 (0.04) (0.03) (0.04)  

Anemia(yes) -0.08 * -0.07 * -0.07   

 (0.04) (0.03) (0.04)  

Obstime 0.18 * 0.19 * 0.19 * 

 (0.00) (0.01) (0.01)  

AIC 1814.61 1918.41 1719.82   

BIC 1869.39 1973.18 1785.56   

Log Likelihood -897.31 -949.20 -847.91   

* p < 0.05 

Table 4. Comparison of RI, RS, and RI RS in random effect 

Random effect  Variance StDev 95% CI(StDev) 

Random intercept (Intercept) 0.091      0.301 (0.271, 0.335) 

Residual 0.124      0.352 (0.340, 0.365) 

Random slope Obstime 0.0065                  0.081 (0.072, 0.092) 

Residual 0.1355      0.368 (0.355, 0.382) 

Random intercept 

Random slope  

(Intercept) 0.087        0.295 (0.258, 0.338) 

Obstime 0.004       0.065        (0.055, 0.078) 

Residual 0.103     

  

0.321 (0.309, 0.334) 
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Here the results of the three models are quite similar to each other among the fixed effect. Under 

the random effect the above table tells us there is subject-specific variation. Hence it supports the 

assumption of heterogeneous variance for the repeated eGFR measurements. Also, the great 

reduction in the AIC for the model incorporating subject-specific variances is an evident that 

subject-specific eGFR variances must be considered in the analysis. 

We fit the random-intercept-and-random-slope version of the model. The fixed effect and random 

effect estimates from the separate longitudinal model for change in log(eGFR) are presented 

below. It contained estimated regression parameters, 95% confidence intervals (95% CI), standard 

errors (SE), p-values (p) and percentage relative effects (RE %) in separate longitudinal analysis 

of the hemodialysis data set. RE % corresponding to an estimate ̂ , expressed as expected 

percentage change in eGFR, calculated as (exp( ̂ )-1) *100. 

Table 5. Parameter estimation of Random intercept-Random slope Linear mixed Model 

Fixed effect  

Parameters        ̂      Se( ̂ )          DF   t-value P RE% 95% CI 

Lower  Upper  

(Intercept)  1.974 0.063 1498 31.359 <0.0001 - 1.851 2.097 

Sex(Male)           0.381 0.042 262 9.147 <0.0001 46.37 0.299 0.463 

age              -0.012 0.002 262 -7.535 <0.0001 -1.19 -0.016 -0.008 

Hyperetension(yes)          -0.057 0.044 262 -1.277 0.2026 -5.54 -0.143 0.029 

Diabetes(yes)       -0.075 0.041 262 -1.842 0.0666 -7.23 -0.155 0.005 

Cardiac(yes)       0.0001 0.041 262 -0.003 0.9977 0.00 -0.080 0.080 

Anemia(yes)       -0.028 0.045 262 -0.620 0.5358 -2.76 -0.116 0.060 

Obstime  0.187 0.006 1498 2.620 <0.0001 20.56 0.175 0.199 

Random effect  AIC           BIC              logLik 

1863.436  1945.506   -916.718 Parameters  StdDev 95% CI(Sd) 

Lower Upper 

(Intercept)  0.29 0.2578 0.3379 

obstime    0.07 0.0551 0.0780 

Residual     0.32        0.3091 0.3345 

The analysis of the longitudinal data were based on linear mixed effect model incorporating patient 

specific eGFR variability. In this model, among the six predictors included in the model sex, age, 

and follow-up time were statistically significant with 0.05 significance level. 

Under the random effect model, the estimated patient specific variability was significant which 

supports the assumption of heterogeneous variances for the repeated eGFR measurements. 
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4.3. Separate Analysis of Survival Data 

4.3.1. Kaplan-Meier Estimates and Log-rank Tests 

The Kaplan-Meier estimator was applied to estimate the survival curves for categorical predictors. 

Plot of the Kaplan-Meier estimates for only two selected categorical covariates; Gender and 

Diabetes is displayed below. The remaining are presented in appendix (fig. 2.1). 

 

Figure 4. Plot of Kaplan-Meier Estimates for Sex and Diabetes 

Plot of the left side panel showed that female patients have higher probability of survival 

throughout the three years dialysis treatment period than male patients. And the right side panel 

indicates non-diabetic patients have higher probability of survival. 

 For comparing the survival experiences between groups, the log-rank tests are applied to all 

categorical variables. 

Table 6. Log rank test for categorical independent variables 

Variable Test statistics Df P -Value 

Sex  4.1 1 0.042 

Hypertension 14 1 0.000178 

Diabetes  13.3 1 0.000266 

Anemia 1.8 1 0.18 

Cardiac  3.5 1 0.069 
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In the above table the Log-rank tests showed that there is no significant difference in the death 

rates between groups of anemic and cardiac patients. All the other categorical covariates have a 

significant difference in the death rates of their groups. So in this study hypertension and diabetes 

were significant factors. 

4.3.2. Variable Selection and Cox PH Assumption 

To determine the variables to be included in the survival model, an automatic variable selection 

method stepwise was used. Age, hypertension, diabetes, and cardiac were the variables that 

included in the model.  

The proportional hazards assumption asserts that the hazard ratios are constant overtime. That 

means the risk of failure must be the same no matter how long subjects have been followed. In 

order to test this assumption GLOBAL test and schonfield residual was used. 

Table 7. Proportional hazard model assumption 

Variable  rho         Chisq P 

age        
-0.1226 0.7342 0.3915 

Hypertension(yes)       
-0.254 5.196 0.0226 

Diabetes(diabetes)   
0.0227 0.0374 0.8466 

Cardiac(yes) 
-0.0414 0.1208 0.7281 

GLOBAL           
NA 7.7879 0.0997 

From the above table, it is clear to see that the p- value of GLOBAL is not significant. This indicate 

that the PH assumption is not violated. Graphically schoenfield residual plots are presented in 

appendix (fig. 2.3) showed that the scaled Schoenfeld residuals are randomly distributed and a 

loess smoothed curve do not exhibit much departure from the horizontal line suggest that the 

proportional hazards assumption not violated. 

4.3.3. Cox proportional hazards model  

After checking the assumption of proportional hazard, the survival data was analyzed based on 

Cox proportional hazard model. The results are presented below. 
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Table 8. Cox proportional hazards model for the selected variable 

Variables   ̂  HR Se( ̂ )  Z Pr(> z ) 95% CI 

Lower Upper  

Age 0.04228 1.043 0.007382 5.727 0.0003 0.027811 0.056749 

Hypertension(yes) 0.556071 1.744 0.298734 1.861 0.0627 -0.02945 1.14159 

Diabetes(yes) 0.610603 1.842 0.306894 1.990 0.0466 0.009091 1.212115 

Cardiac(yes) 0.545455 1.725 0.244839 1.2.228 0.0259 0.065571 1.025339 

In this model, among the six covariates included in the model, sex, hypertension and anemia are 

not statistically significant with 0.05 value of significance level. 

4.4. Joint Model Analysis 

4.4.1. Joint Model of Survival and Longitudinal Analysis 

Cox proportional model was not including unobserved true eGFR. In fact eGFR were significantly 

associated with time to death. To alleviate these problems, we fit joint model longitudinal and 

survival analysis. 

The result of joint model could obtain by combining the selected random-intercept-and-random-

slope mode and Cox-proportional hazard model. Table 10 below revealed that the parameter 

estimates with other related statistic for the join models. 

Table 9. Results for joint model of longitudinal and survival analysis 
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Fixed effect  ̂  Se( ̂ ) Z-value p-value RE% 95% CI 

 

Lower Upper  

Intercept  1.9236 0.056 34.24 <0.0001 - 1.8138 2.0334 

Sex(male) 0.3947 0.034 11.56 <0.0001 48.39 0.3281 0.4613 

Age -0.0108 0.001 -8.75 <0.0001 -1.07 -0.0128 -0.0088 

Hypertension(yes) -0.0342 0.036 -0.95 0.3434 -3.36 -0.1048 0.0364 

Diabetes(yes) -0.0743 0.033 -2.22 0.0263 -7.16 -0.1390 -0.0096 

Cardiac(yes) 0.0085 0.034 0.25 0.8011 0.85 -0.0581 0.0751 

Anemia(yes) -0.0040 0.036 -0.11 0.9135 -0.40 -0.0746 0.0666 

Obstime 0.2380 0.005 42.46 <0.0001 26.87 0.2282 0.2478 

Random effect Variance       StDev        

(Intercept)  0.0784 0.28      

obstime    0.0064 0.08      

Residual     0.1024 0.32      
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 Fixed effect  ̂  Se( ̂ ) Z-value p-value HR 95% CI (HR) 

Lower Upper 

Age 0.09 0.01 12.32 <0.0001 1.094 1.0729 1.1158 

Hypertension(yes) 1.31 0.30 4.34 <0.0001 3.706 2.0585 6.6725 

Diabetes(yes) 1.02 0.35 2.87 0.0040 2.773 1.3965 5.5069 

Cardiac(yes) 0.37 0.32 1.17 0.2405 1.448 0.7732 2.7107 

Assoc  -1.21 0.11 -11.46 <0.0001 0.298 0.2404 0.3699 
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In longitudinal sub-model, Males were found to have 48.4% higher expected eGFR than females. 

Kidney function was found to decrease with increasing age at study start [ ̂  =-0.0108, 95% CI=   

-0.0128, -0.0088] and was found to increase with increasing time under observation [ ̂  = 0.2380, 

95% CI= 0.2282, 0.2478]. Diabetic patients were found to have 7.16% lower expected eGFR than 

non-diabetic patients. A 1 year increase in age at study start was associated with a relative decrease 

of 1.1% in expected eGFR. Similarly, a 1 month increase in time under observation was associated 

with a relative increase of 26.87% in expected eGFR. 

And in the survival sub-model all variables except cardiac were associated with the hazard of 

death.  The risk of death for 1 year older in age is increased by 9.4% than 1 year younger in age. 

The estimated risk of death for hypertensive patients was 3.7 times higher than those patients who 

were not hypertensive patients. Regarding to the diabetic patients the hazard of death was 2.7 times 

higher than those patients who were not diabetic. In addition, the significant model association 

parameter revealed a negative association between the eGFR and hazard of death, which means 

that death is less likely to occur in patients with higher eGFR (HR = 0.298, P < 0.001). 

4.4.2. Separate and joint model 

The longitudinal sub-model was consistent with the results from the separate longitudinal analysis. 

The differences in magnitudes of the parameter estimates were negligible and there were some 

parameter difference in terms of statistical significance. 

The results from the separate and joint analysis were quite similar to each other. In the longitudinal 

sub model sex, age, diabetes and follow up times were statistically significant predictors. But 

diabetes was not statistically significant.  
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Table 10. Comparison of separate and joint model 

 Parameter Separate model Joint model 

L
o
n
g
it

u
d
in

al
 s

u
b
 m

o
d
el

 

Fixed effect  ̂  Se( ̂ ) t-value p-value ̂  Se( ̂ ) Z-

value 

p-value 

Intercept  1.974 0.063 31.359 <0.0001* 1.94 0.056 34.24 <0.0001* 

Sex(Male) 0.381 0.042 9.147 <0.0001* 0.39 0.034 11.56 <0.0001* 

Age -0.012 0.002 -7.535 <0.0001* -0.01 0.001 -8.75 <0.0001* 

Hypertension(yes) -0.057 0.044 -1.277 0.2026 -0.03 0.036 -0.95 0.3434 

Diabetes(yes) -0.075 0.041 -0.620 0.5358 -0.08 0.033 -2.22 0.0263* 

Cardiac(yes) 0.0001 0.041 -0.003 0.9977 0.01 0.034 0.25 0.8011 

Anemia(yes) -0.028 0.045 -1.842 0.0666 -0.04 0.036 -0.11 0.9135 

Obstime 0.187 0.006 2.620 <0.0001* 0.23 0.005 42.46 <0.0001* 

Random effect Variance    StDev Variance     StDev  

(Intercept)  0.087 0.29   0.078 0.28    

obstime    0.0043 0.07   0.0064 0.08   

Residual     0.1034 0.32          0.1024 0.32   
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Fixed effect  ̂  Se( ̂ ) Z-

value 

P-value ̂  Se( ̂ ) Z-

value 

p-value 

Age 0.042 0.007 5.72 <0.0003* 0.09 0.01 12.32 <0.0001* 

Hypertension(yes) 0.556 0.29 1.86 0.0627 1.31 0.30 4.34 <0.0001* 

Diabetes(yes) 0.611 0.31 1.99 0.0466* 1.02 0.35 2.87 0.0040* 

Cardiac(yes) 0.545 0.24 2.23 0.0259* 0.37 0.32 1.17 0.2405 

Assoc  - - - - -1.21 0.11 -11.46 <0.0001* 

  AIC 2336.2054 2102.661 
* p < 0.05 

In the survival sub-model of the joint model, except hypertension all predictors included in the 

model were significantly associated with the hazard of death. 

In general, the estimated parameters of the two model (separate and joint models) were quite 

similar to each other but not identical. However, the estimates of the association parameters in the 

joint analysis were significantly different from zero, providing evidence of association between 

the two sub-models. The estimate of association (β=-1.21) indicating that the higher eGFR 

fluctuation is associated with the lower hazard of death. 

When evaluating the overall performance of both the separate and joint models in terms of model 

parsimony and goodness of fit, the joint model was performed better. As a result the joint model 

was preferred as it has a smaller total AIC than the separate model. Also, the statistical significance 

of both the association parameters was also evidence that the joint model was better than the 

separate models (Seid et al., 2014). 
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4.4.3. Joint model diagnostics 

The joint models was fitted, the next step is to verify if all the necessary model assumptions are 

valid. Standard types of residuals plots can be used to validate the assumptions behind mixed 

models and relative risk models. 

 

Figure 5.Residual plot against fitted values and Q-Q plot 

The distributional assumption is checked by comparing theoretical quantiles. The qqplot shows 

that the response variables of longitudinal sub model (log(eGFR)) are normally distributed because 

the pointes are scattered on the line as well as the residual against fitted value plot didn’t show any 

systematic pattern and no evidence of non-constant variance and the fitted LOWESS curve is close 

to 0. Hence, log(eGFR) is linear to the parameter and the error variance of longitudinal sub model 

are constant.  
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Figure 6. Marginal survival plot and marginal cumulative hazard plot 

The Marginal survival plot and marginal cumulative hazard plot showed that the survival 

probability (not developing death) come down and the probability of developing death come up 

to one respectively when the follow up time was increased. 

 

Figure 7.Marginal residual versus fitted values plot 
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A marginal residual versus fitted values plot of the standardized residuals for longitudinal process 

which is almost coinciding with the reference line passing through the origin and hence, is 

validating our assumption of normality of the error term in the longitudinal sub-model. 

 

Figure 8.Martingale residuals versus the subject-specific fitted values 

The estimated martingale residuals versus the subject-specific fitted values of the survival process 

shows no much deviations from the null horizontal line. This indicate the survival process model 

fits the data well. 
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Chapter Five 

5. Discussion of the Results 

In this study, three different models were explored, the linear mixed effects model, Cox 

proportional hazards model for each outcome independently, and joint modeling of the two 

outcomes together.  

In the separate analysis of the longitudinal data, first the eGFR measurements are checked for 

normality using scatter plot. The plots indicates that there is a deviation from normality and needs 

some transformation. After a log transformation of the eGFR, the mean response of the 

longitudinal log of eGFR is determined to be normal in time. Then, the data were analyzed using 

random intercept, random slope, and random intercept-random slope model. The parameter 

estimates of the three models are very close to each other. But, the estimated patient specific 

variability is significant which supports the assumption of heterogeneous variances. Also, the 

random intercept –random slope model has a smaller AIC than the other models. As a result, sex, 

age and follow-up times are significantly associated with the progression of estimated glomerular 

filtration rate. 

In the separate analysis of the survival data, the variables to be included in the survival model are 

determined using an automatic variable selection method using R. next to variable selection 

proportional hazard assumption was checked. As a result age, diabetes, and cardiac are 

significantly associated with the hazard of death.  

After the most suitable separate model have been decided for the data, the proposed joint model 

were applied to the data, with the aim of investigating the effects of repeated eGFR measurements 

on time to death. In the longitudinal sub model sex, age, diabetes, and follow-up time are 

statistically associated with the progression of eGFR. Males were found to have higher expected 

eGFR than females and a 1 year increase in age at study start was associated with a relative 

decrease in expected eGFR. This result conform the study conducted by Asar et al., (2015). In this 

study the determinant prognostic factor affect the progression rate of GFR was diabetes mellitus. 

It conform the study conducted by Chielle ( 2015).  

In the survival sub-model age, hypertension, and diabetes are significantly associated with the 

hazard of death. The risk of death for diabetic patients is higher than those patients who were not 
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diabetic. This results conform the study conducted by  Mohammad ( 2016). The main known risk 

factor for survival in renal failure patients are diabetes. Age is important too, with a poorer 

prognosis for older patients. This result is agree with the study conducted by Sá Carvalho, 

Henderson, Shimakura, & SOUSA, (2003). In this study hypertension is also the significant factors 

associated with the hazard of death. 
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CHAPTER SIX 

6. CONCLUSION AND RECOMMENDATIONS  

6.1. CONCLUSION 

From the result we conclude that the Kaplan-Meier survival curves and log-rank tests showed that 

the survival experience of different groups of renal failure patients on sex, histories of hypertension 

and histories of diabetes were statistically significant. Accordingly female patients has higher 

survival experience than male. Patients with no diabetic and no hypertensive having better 

probability of survival than the other groups.  

From this specific study the joint model was the better fit than the separate survival and 

longitudinal models. The separate and longitudinal sub-model showed that: Sex, Age, and follow-

up time of the patients were significant predictors of the progression change of GFR whereas 

diabetes incidence of the patients were significance predictors of the progression change of eGFR 

in longitudinal sub model. The variables follow-up time and age were positively and negatively 

associated with the progression change of eGFR respectively. Also, the separate and survival sub-

model analysis showed that: Age, diabetes, hypertension, unobserved true eGFR were statistical 

significant predictors of the time to death. The variables unobserved true eGFR were negatively 

associated with the time to death. 

When evaluating the overall performance of both the separate and joint models in terms of model 

parsimony, goodness of fit, smaller total AIC, and the statistical significance of both the 

association parameters, the joint model performs better. Thus, authors concluded that the joint 

model was preferred for simultaneous analyses of repeated measurement and survival data. 

6.2. RECOMMENDATIONS 

Based on the findings of the study the following recommendations are forwarded: 

 Renal failure patients who had diabetes, and hypertension are especially vulnerable to 

death. In order to address this problem, continuous health checkup and timely medical care 

should be devised so as to minimize the risk of death.  

 Health professionals give attention for this silent killer disease to minimize the risk of 

death. 
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 Health professionals are recommended to give more attention for end stage renal disease 

patients.  

 Health professionals give attentions when a patient estimated glomerular filtration rates are 

decreased through follow-up and diabetic and older age patients. 

 Health professionals, Governments and non-governmental organization promote and 

allocate budget in adequate amount for hemodialysis treatment for renal failure patients to 

minimize the risk level of death. 

 Finally, it is recommended that further studies of this nature include other important 

covariates that were not included in this study. 
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Appendix 

Implementation in R 

1. Separate Analysis of Linear Mixed Effect Model 

1.1. Linearity assumption 

 

Figure 1.1 martingale residual 

 
Figure 1.2 Mean structure of log(eGFR) over time 

1.2. Comparison of linear mixed effect model 

> #random-intercept model 
> library(nlme) 
> #random-intercept model 
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>  lme1 <- lme(eGFR2 ~ sex+age+hyp+diabetes+cardiac+anemia+obstime,  
+                    random = ~ 1 | patient,method = "ML",data=x) 
> #random-slopes model 
>  lme2 <- lme(eGFR2 ~ sex+age+hyp+diabetes+cardiac+anemia+obstime,  
+                    random = ~ obstime-1 | patient,method = "ML",data=x) 
> #random-intercepts and random-slopes model 
>  lme3 <- lme(eGFR2 ~ sex+age+hyp+diabetes+cardiac+anemia+obstime,  
+                    random = ~ obstime | patient,method = "ML",data=x) 
> library(texreg) 
> screenreg(list(lme1,lme2,lme3),single.row = FALSE,stars = c(0.05),custom.mo
del.names = c("RI","RS","RI,RS")) 
 
=============================================== 
                RI         RS         RI,RS     
----------------------------------------------- 
(Intercept)        1.97 *     1.98 *     1.97 * 
                  (0.06)     (0.04)     (0.06)  
sex1               0.37 *     0.39 *     0.38 * 
                  (0.04)     (0.03)     (0.04)  
age               -0.01 *    -0.01 *    -0.01 * 
                  (0.00)     (0.00)     (0.00)  
hyp1              -0.07      -0.05      -0.06   
                  (0.05)     (0.03)     (0.04)  
diabetes1         -0.06      -0.00      -0.03   
                  (0.05)     (0.03)     (0.04)  
cardiac1          -0.00      -0.00      -0.00   
                  (0.04)     (0.03)     (0.04)  
anemia1           -0.08 *    -0.07 *    -0.07   
                  (0.04)     (0.03)     (0.04)  
obstime            0.18 *     0.19 *     0.19 * 
                  (0.00)     (0.01)     (0.01)  
----------------------------------------------- 
AIC             1814.61    1918.41    1719.82   
BIC             1869.39    1973.18    1785.56   
Log Likelihood  -897.31    -949.20    -847.91   
Num. obs.       1768       1768       1768      
Num. groups      269        269        269      
=============================================== 
* p < 0.05 
 

1.3. Final linear mixed effect model (Random Intercept Random Slope) 

> summary(lme3) 
Linear mixed-effects model fit by maximum likelihood 
 Data: x  
       AIC      BIC    logLik 
  1719.824 1785.555 -847.9119 
 
Random effects: 
 Formula: ~obstime | patient 
 Structure: General positive-definite, Log-Cholesky parametrization 
            StdDev     Corr   
(Intercept) 0.29518258 (Intr) 
obstime     0.06554043 -0.25  
Residual    0.32154043   
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Fixed effects: eGFR2 ~ sex + age + hyp + diabetes + cardiac + anemia + obstim
e  
                 Value  Std.Error   DF  t-value p-value 
(Intercept)  1.9736222 0.06293570 1498 31.35934  0.0000 
sex1         0.3806911 0.04161834  262  9.14720  0.0000 
age         -0.0115739 0.00153594  262 -7.53535  0.0000 
hyp1        -0.0566787 0.04437092  262 -1.27738  0.2026 
diabetes1   -0.0278277 0.04488560  262 -0.61997  0.5358 
cardiac1    -0.0001183 0.04079426  262 -0.00290  0.9977 
anemia1     -0.0749278 0.04066916  262 -1.84237  0.0666      
obstime      0.1866893 0.00572324 1498 32.61951  0.0000 
 Correlation:  
          (Intr) sex1   age    hyp1   dibts1 cardc1 anemi1 
sex1      -0.250                                           
age       -0.530 -0.120                                    
hyp1      -0.103 -0.130 -0.373                             
diabetes1 -0.220  0.157 -0.366  0.085                      
cardiac1  -0.242 -0.057  0.011  0.100 -0.094               
anemia1   -0.323 -0.056 -0.052  0.090  0.146 -0.080        
obstime   -0.172 -0.008  0.002  0.015  0.003  0.002 -0.007 
 
Standardized Within-Group Residuals: 
         Min           Q1          Med           Q3          Max  
-12.68855641  -0.35927488   0.02442392   0.39223921   4.82163880  
 
Number of Observations: 1768 
Number of Groups: 269  

 

2. Separate Analysis of Survival Model 

2.1. Plot of Kaplan-Meier Estimates for categorical variable 

> kmsurvival<-survfit(Surv(time,status)~sex,data = y) 
> summary(kmsurvival) 
> plot(kmsurvival,conf.int=FALSE,mark.time=TRUE, col=c("black","red"),lty=1:2
,xlab = "Time(month)" 
+      ,ylab = "survival probability") 
> legend("topright",c("female","male"),lty = 1:2,col = c("black","red"), bty 
= "n") 
> title(main='KM Curve for Sex') 
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Figure 2.1 KM curve for each category 

2.2. Perform the log rank test 

> mysurv<-Surv(y$time,y$status) 
> fit<-survdiff(mysurv~y$sex) 
> fit1<-survdiff(mysurv~y$diabetes) 
> fit2<-survdiff(mysurv~y$hyp) 
> fit3<-survdiff(mysurv~y$cardiac) 
> fit4<-survdiff(mysurv~y$anemia) 

2.3. Test PH assumption  

> z<-coxph<-coxph(Surv(time,status)~+age+hyp+diabetes+cardiac,data = y,x=TRUE
,method = "breslow") 
> h<-cox.zph(z) 
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      rho  chisq      p 
age       -0.1226 0.7342 0.3915 
hyp1      -0.2540 5.1961 0.0226 
diabetes1  0.0227 0.0374 0.8466 
cardiac1  -0.0414 0.1208 0.7281 
GLOBAL         NA 7.7879 0.0997 
 
 
> plot(h)     
> par(mfrow=c(2,2)) 
> plot(h) 

 

Figure 2.3 Schoenfeld residuals for Ph assumption 
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2.4. Cox proportional hazard model, coefficient and hazard rate 

> coxph<-coxph(Surv(time,status)~sex+age+hyp+diabetes+anemia+cardiac,data = y
,method = "breslow") 
> summary(coxph) 
> #stepwise variable selection 
> coxph<-coxph(Surv(time,status)~sex+age+hyp+diabetes+anemia+cardiac,data = y
,method = "breslow") 
> step(coxph,direction = "both") 
> coxph<-coxph(Surv(time,status)~age+hyp+diabetes+cardiac,data = y,x=TRUE,met
hod = "breslow") 
> summary(coxph) 
Call: 
coxph(formula = Surv(time, status) ~ age + hyp + diabetes + cardiac,  
    data = y, x = TRUE, method = "breslow") 
 
  n= 269, number of events= 72  
 
              coef exp(coef) se(coef)     z Pr(>|z|)     
age       0.042280  1.043186 0.007382 5.727 1.02e-08 *** 
hyp1      0.556071  1.743807 0.298734 1.861   0.0627 .   
diabetes1 0.610603  1.841541 0.306894 1.990   0.0466 *   
cardiac1  0.545455  1.725393 0.244839 2.228   0.0259 *   
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
          exp(coef) exp(-coef) lower .95 upper .95 
age           1.043     0.9586     1.028     1.058 
hyp1          1.744     0.5735     0.971     3.132 
diabetes1     1.842     0.5430     1.009     3.361 
cardiac1      1.725     0.5796     1.068     2.788 
 
Concordance= 0.812  (se = 0.041 ) 
Rsquare= 0.207   (max possible= 0.917 ) 
Likelihood ratio test= 62.29  on 4 df,   p=9.553e-13 
Wald test            = 59.61  on 4 df,   p=3.504e-12 
Score (logrank) test = 66.34  on 4 df,   p=1.341e-13 
 

3. Joint model Analysis 

> library(nlme) 
> library("JM") 
> lmeFit.renal<- lme(eGFR2 ~ sex+age+hyp+diabetes+cardiac+anemia+obstime,rand
om = ~ obstime| patient,method = "ML", data = x) 
> coxphFit.renal<-coxph(Surv(time,status)~age+hyp+diabetes+cardiac,data = y,x
=TRUE,method = "breslow") 
> jointFit.renal<- jointModel(lmeFit.renal, coxphFit.renal,timeVar = "obstime
", method = "Cox-PH-aGH") 
> summary(jointFit.renal) 
Call: 
jointModel(lmeObject = lmeFit.renal, survObject = coxphFit.renal,  
    timeVar = "obstime", method = "Cox-PH-aGH") 
 
Data Descriptives: 
Longitudinal Process  Event Process 
Number of Observations: 1768 Number of Events: 72 (26.8%) 
Number of Groups: 269 
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Joint Model Summary: 
Longitudinal Process: Linear mixed-effects model 
Event Process: Relative risk model with unspecified baseline risk function 
 
Parameterization: Time-dependent  
 
  log.Lik      AIC      BIC 
 -1034.33 2102.661 2163.771 
 
Variance Components: 
             StdDev    Corr 
(Intercept)  0.2838  (Intr) 
obstime      0.0820 -0.1175 
Residual     0.3157         
 
Coefficients: 
Longitudinal Process 
              Value Std.Err z-value p-value 
(Intercept)  1.9236  0.0562 34.2442 <0.0001 
sex1         0.3947  0.0341 11.5655 <0.0001 
age         -0.0108  0.0012 -8.7498 <0.0001 
hyp1        -0.0342  0.0361 -0.9475  0.3434 
diabetes1   -0.0743  0.0334 -2.2219  0.0263 
cardiac1     0.0085  0.0338  0.2519  0.8011 
anemia1     -0.0040  0.0369 -0.1086  0.9135 
obstime      0.2380  0.0056 42.4646 <0.0001 
 
Event Process 
           Value Std.Err z-value p-value 
age       0.0906  0.0074 12.3241 <0.0001 
hyp1      1.3083  0.3013  4.3423 <0.0001 
diabetes1 1.0180  0.3539  2.8766  0.0040 
cardiac1  0.3756  0.3199  1.1738  0.2405 
Assoct   -1.2143  0.1059 -11.4613 <0.0001 
 
Integration: 
method: (pseudo) adaptive Gauss-Hermite 
quadrature points: 5  
 
Optimization: 
Convergence: 0 

3.1. Joint model diagnostics 

> par(mfrow = c(2, 2)) 
>  plot(jointFit.renal) 
#Residuals for the Longitudinal Part 
>  # marginal residuals 
>  resMargY.renal <- residuals(jointFit.renal, process = "Longitudinal",type 
= "Marginal") 
>  # marginal fitted values 
>  fitMargY.renal <- fitted(jointFit.renal, process = "Longitudinal",type = "
Marginal") 
>  # function to produce scatteplots with superimposed smooth line 
>  plotResid <- function (x, y, col.loess = "black", ...) { 
+    plot(x, y, ...) 
+    lines(lowess(x, y), col = col.loess, lwd = 2) 
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+    abline(h = 0, lty = 3, col = "grey", lwd = 2) 
+  } 
>  # scatteplot of marginal residuals vs marginal fitted values 
>  plotResid(fitMargY.renal, resMargY.renal, xlab = "Fitted Values", 
+            ylab = "Marginal Residuals") 
>  #Residuals for the Survival Part 
>  # martingale residuals 
>  martRes <- residuals(coxph.renal,process = "Event") 
>  # subject-specific fitted values for the longitudinal outcome 
>  mi.t <- fitted(jointFit.renal, process = "Longitudinal",type = "EventTime"
) 
>  # scatterplot of martingale residuals vs subject-specific fitted values 
>  plotResid(mi.t, martRes, col.loess = "black", 
+            xlab = "Fitted Values",ylab = "Residuals") 

 

 

Figure 3. Default Plots for Joint Model 
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