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ABSTRACT

The World Wide Web is a tremendous source of knowledge. With so much
information available on the internet, humans are experiencing a problem of
information overload. Therefore, a significant and automatic tool is required to
convert lengthy documents into concise forms by extracting relevant information.
Summarization involves condensing a body of data to create a concise summary
that captures the most pertinent details from the original text. Extractive and
abstractive summarization approaches are the two categories.

The aim of this paper was the design and implementation of an extractive
summarization system for Awngi news documents. Amhara Media Corporation
website having a newspaper for cherbewa, and a hard copy collected from the
library and shop was the source of data. We collected a carefully selected dataset
of 213 Awngi documents, preprocessed the data, and built a refined summarization
model. The experiment was tested with three extractive summarization techniques
(LSA, Text rank, and TF-IDF). The summary generated by LSA overperformed the
other. The suggested model performs well in ROUGE evaluations, scoring an F1-
score of 43.1% for ROUGE-1; an F1-score of 45.3% for ROUGE-2; and an F1-
score 59.0% for ROUGE-L at the extraction rate of 40%. Furthermore, the
proposed approach’s (LSA) summary provides a cosine similarity of 84.55% with
a human reference summary at the extraction rate of 40%. Our study gives an
important insight into boosting summarizing performance in this particular
linguistic setting and shows how successful extractive summarization is for Awngi
text documents.

Keywords: - Summarization, Extractive, Awngi, LSA, TR, TF-IDF
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CHAPTER ONE

1. INTRODUCTION

1.1 Background

As a research field, natural language processing (NLP) received significant attention in the
1980s and 1990s. As a result of this period, researchers developed techniques and algorithms
for enabling computers to interpret, understand, and generate human language with great
speed. During these decades, the surge in interest in natural language processing laid the
groundwork for the language processing capabilities we are seeing today in artificial
intelligence and digital assistants.

In contrast with the invention of NLP systems, automatic text summarization was
invented in the late 1950s, when there was a special interest in automating summaries for
the creation of technical documentation abstracts (Saggion & Poibeau, 2013).

Text summarization is an active area of research in the field of natural language
processing (NLP). It is a technique for creating summaries of text documents by taking the
key details out of the entire document (T. Sri et al., 2017). A successful text summarization
system should comprehend the entirety of the text, rearrange the information, and provide
cohesive, educational, and astonishing summaries to communicate the key points of the
original text (Kerui et al., 2020).

Based on the way of transforming a text document summary, there are two main
summarization techniques: extractive summarization, where a representative set of
sentences is selected from the whole document, and abstractive summarization, where the
content of the summary is different from the original document's content. More of the
research in text summarization deals with an extractive type of summarization since it does

not need any kind of linguistic knowledge. Text summarization methods can also be single-



document or multi-document based on the number of inputs. Dealing with various inputs is
more difficult since crucial information is spread over a collection of potentially disparate
papers. Cohesion and reference resolution might be issued in multi-document
summarization since sentences are combined from many documents (Moradi & Ghadiri,
2019). Generic and user-oriented summaries are another category. In addition to the above
types of classifications, there are others, such as supervised and unsupervised (machine
learning), informative, indicative, and so on.

One of the main issues was evaluating text summaries that were automatically created.
Even though there are various evaluation metrics, the following are the major ones:
Evaluation by sentence co-selection, precision, and recall are the measures for the co-
selected sentences. This measure needs the right extract or a reference to make a
comparison; more of the reference summaries are from human experts. The context-based
method compares two documents more closely than only by comparing their sentences. The
fundamental technique involves using the cosine similarity measure to determine how
similar the entire text document and its summary are (Steinberger & Jezek, 2004).
Relevance evaluation, task-based evaluation, and evaluation based on latent semantic
analysis similarity of the main topic are such different evaluation techniques.

It is still necessary to have an automated system in place to help extract valuable
information from a vast repository of text documents that are accessible through social
media and the Internet (Kerui et al., 2020). It would be extremely helpful to have an
automated system that sifts through this wealth of information intelligently and identifies
relevant, meaningful insights. As a result, knowledge extraction could be more efficient,
decision-making could be improved, and textual data that is now widely available could be

utilized to its fullest potential.



In this study, the researcher proposed an extractive text summarization system for Awngi
news documents. Using an interactive user interface, the system extracts concise
information from a longer source document. individuals can absorb key information from
extensive textual materials quickly and efficiently without having to read all of the original
material. When working with large, complex documents, summarization is an important
feature that enhances productivity and information comprehension. With this integrated
approach, users can effectively extract the most important points from lengthy documents,

which saves them time and cognitive effort.

1.2 Statement of the problem

Textual data in the form of digital documents quickly adds up to massive volumes of
information. According to (Garbade, 2018) the total amount of digital data around the world
is supposed to hit 4.4 zettabytes in 2013 to 180 zettabytes in 2025. During the era of
information explosion, the ability to process unstructured documents efficiently has become
increasingly crucial for extracting valuable insights and driving informed decisions.
Unstructured documents, however, are often problematic, as they lack organization,
ambiguity, and difficult information extraction, which hinders the seamless extraction of
key information. As a result, internet-age users waste a significant amount of time exploring
and reading to find and extract a few topics or items of interest in morphologically rich
languages such as Awngi. An extractive summarization has been extensively studied in the
literature. A research study by (Guadie et al., 2021) introduced an Amharic news text
summarization for news items posted on social media specifically on Twitter and Facebook.
As part of their proposed approach, they calculate the similarity between the two pairs of
posted documents. Using the K-means algorithm, then cluster the documents based on their
similarity results. Finally, summarize each clustered post using TF-IDF algorithms, which

are statistical methods for ranking the documents based on their frequency. Much research
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has been done on foreign languages such as Hindi (., 2016; M. Gupta & Garg, 2016a;
Krishnakumar et al., 2022; Taunk & Varma, 2022).

(Dinegde & Tachbelie, 2014; Tashoma et al., 2020a) are the researches that were done
for Afaan Oromo text summarization. A single document text summarization done by (Li
et al., 2016) is also an extractive text summarization that was done for Tibetan a language
spoken in the Himalayas. Text rank and LexRank were the techniques that were employed.

Although much research has been done in Extractive text summarization for foreign
languages like English, and Hindi and for local languages such as Amharic, Afaan Oromo,
and Tigregna, to the best of the researcher's knowledge, no research has been done on the
Awngi language. The distinctive qualities and nuances that are inherent in Awngi's writing
may not be well captured by current generic text summarizing techniques, leading to poor
summary results. Moreover, there is a literature gap that adds a body of knowledge for
fellow researchers in this language domain. Providing a solution to this issue is extremely
important as it increases the usability and effectiveness of extracting important information
from the Awngi text document, allowing for more informed decision-making and an overall
better user experience.

As a result, the aim of the study is to design and implement an extractive summarization
system for Awngi news documents. In the end, this study will answer the following research
questions:

e Which extractive text summarization technique outperforms the other?

e What is the optimal extraction rate for producing the most concise yet informative
summaries of Awngi news documents?

e How to design and implement a text summarization system for Awngi news

documents?



e How to evaluate the performance of generated summaries with human reference

summaries?

1.3 Objective of the study
1.3.1 General objective
The General objective of this research work was to develop an effective and efficient
extractive text summarization system capable of generating concise yet comprehensive
summaries of Awngi news documents.
1.3.2 Specific objectives
e To study relevant literature on the area of text summarization and Awigni language.
e To prepare the Awngi text document dataset.
e To develop a text summarizer model for the Awngi news document.
e To design and implement a prototype for an Awngi news document summarization

system.

e To evaluate the performance of the generated summary.

1.4 Scope of the study

The scope of this study was limited to the design and implementation of an extractive text
summarization system for Awngi (A®@-%) news documents. The concerned tasks include
literature review, problem identification, data collection, modeling, prototyping, and
evaluation. The public website: https://www.ameco.et/category/’EcL? magazine and hard-
printed magazines from shops and libraries were the sources of data. The study was limited
to Awngi text documents only. An extractive summarization approach was employed which

preserves the wording and structure of the original document.



1.5 Significance of the study
It tackles the peculiar difficulties and traits of Awngi's text, resulting in more accurate and
pertinent summaries for this specific area. This study helps conserve time and resources by
automating the summarizing process for the Awngi language rather than manually reading
and examining extensive papers. The capacity to provide succinct summaries lowers the
work needed to extract important information, improving the efficiency of information
consumption. The results of this study have applicability in a variety of text-based Awngi
applications. The immediate beneficiaries of the study are journalists and report generators.
Future studies in the area of Awngi text summaries can build on the research done in this
paper. It may motivate experts to investigate new methods, enhancements, and uses
specifically for Awngi text, resulting in more development in the area.
Furthermore, It can be used as a reference for fellow researchers in academics with an

interest in Awngi text summaries or similar fields.



CHAPTER TWO

2. LITERATURE REVIEW

2.1 Introduction

A literature review is a critical and thorough examination of the body of knowledge already
available on a certain subject or research issue from published books, papers, research
projects, and other sources. Its purpose is to provide an overview, assessment, and synthesis
of the state of the art in a certain field. In this chapter, the Awngi language, its alphabets,
phonology, morphology, syntax, and semantics are reviewed. Moreover, the definitions,
their importance, the classifications, the approaches or techniques, the preprocessing steps,
evaluation metrics, and applications of an automatic text summarization system are

discussed in detail.

2.2 The Awngi language

Language serves as a medium of communication for human beings. it has properties such
as being human, transferability from one generation to another, birth, development, and
death are among the different properties of every language on its own.

Ethiopia is one of the African countries that have more than 86 languages and more than
200 dialects spoken. Oromos, Amhara, and Tigrayans are among the largest ethnic groups
that are spoken in Ethiopia. Ge'ez is one of the ancient and original languages of Ethiopia
that has served as a written and spoken language for the Ethiopian orthodox church until
now. Amharic and Tigrigna were derived from this ancient language (Languages of
Ethiopia, 2021).

Awngi is part of the Cushitic language where the alphabet used is derived from the Ge'ez

script. As compared to Ge'ez scripts having 33 letters each of which denotes 7 characters,



which constitutes 231 characters as a total, the Awngi language has 26 letters each of which
denotes 7 characters a total of 182 characters.

Awi nationality administration is one of the three autonomous nationality zones that are
found in the Amhara regional state, it is also called the Agew-Awi Zone. The landscape in
the Awi province consists of lowlands, semi-highlands, and highlands.

The population of Awi is estimated to be 1,159,385 (Shiferaw, 2015). The inhabitants
are predominantly the Awi ethnic group but with diverse dialects. Awi is a sub-group of the
Agew people whose historical contribution dates back to the Zagwe Dynasty. Commonly
spoken languages in the zone are Amharic and Awngi.

Agaw (A1) is a collective name for four Cushitic-speaking ethnic groups in Ethiopia
and Eritrea. The Bilen are from Eritrea, the Kimant (#97%F) are from Gonder, the Xamtanga
are from Wag-Sekota (P<1-a#m), and the Awngi are from Gojjam (Agajie, 2020). Awngi is
a Central Cushitic language and the majority of speakers can be found in the Agew Awi
Zone of the Amhara Region (Ager, 2021). It is also spoken in Metekel (eot+hd),
Dangur(47*+c), and Quara (%¢-), Gonder.

Awngi language was started being taught at primary school in late 1989, in five schools
with 10 teachers and 263 students. In 2007 the number of schools increased to 253 with
3011 teachers and 117386 students, this shows how the language is developing
tremendously(Shiferaw, 2015). Nowadays, the language has media coverage in Amhara
Media Corporation, a radio program, and a newspaper publication such as ““ECOLP”.

2.2.1 Awngi Alphabets (h@-Th- &.24N)

Table 1: - Awngi alphabets

an ¢+ m a o 1 n L & 6 & 6 L@
h o . & h h b b &+ b & b & &

™ oM h h 6 & L 9 T o6 ¢




noon- o.oa o 4a 0o o o ¢ ¢ @ o P
a & A a4 a6 a o ¢ 2 £ ¥ & 9 F
a & 4 4@ @& 0o @ go  go- @ @ g 9o
A & A A A A P & £ % e ¢
A Ak A KA b A h L &% &£ 4 & £ &
T 1L D2 b 1% £ % B % F B Z
F I S A B S B | H W H H H MH H
I S A T A S T T T F T 7
+ ok + ot S 2 S R 4
TOE T S A v v %L Y % v v

2.2.2 Pronouns (ag° 09)
A pronoun is a word that is used instead of a noun. A pronoun is very much used in our

day-to-day conversation.

Table 2: - Pronouns

Subject pronouns

English Awigna Ambharic

| A7 h2
We A8, Aq
You (M) &7t A7t
You (F) &7t A7E
She L hQ,
You (PlI) A7RE, hert
He L A

They %, Ve




2.2.3 Possessive pronouns
Possessive pronouns are used to show the possession of the noun or ownership. They are

also used to replace a noun or noun phrase to avoid repetition.

Table 3: - Possessive pronouns

English  Awigna Ambharic

My em- ¢
Our WO hGE R 07
Your (M) o et
Your (F) o YL
Her Lo ea,

Your (pl) APPEA- Gt
His 1o Po-

Their I8 P10t

2.2.4 Preposition
A preposition is a word that is placed before a noun or pronoun. In the Awigna language

prepositions come after a noun/pronoun.

Table 4: - Prepositions

English Awigna  Amharic

In KM @07
Inside K04 hao-ar
Outside (114 na-sp
Above AT AL
Below (3114 I F
Under ace hac

Behind K7°1CH nAA
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English Awigna  Amharic

In front of &7%9 0t
Beside Pt AM

Opposite 46014, (LAY

Next to (L.4-77 Prhe
of ... o ¢

For ... q A

By ... ST[(l
From ..... 20 h
To/towards .... @ [0
Around W64 (H¢$
With cee 2C

2.2.5 Conjunctions
In sentence formation, conjunctions have great importance in connecting words, clauses,

and phrases. Among the different types of conjunctions used the following are listed: -

Table 5: - Conjunctions

English Awigna Amharic
And A0S hSq

But fnar 9%

Or ATri. oege
Because PR I°nGe-kg°

2.2.6 Determiners
Determiners are words that introduce a noun and the quantity of a noun that is used in a

sentence.
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Table 6: - Determiners

English Awigna Amharic

This ¥ L2y
These AL A'1HY
That A £
Those AL AL
Here A4 ALY

There TAATS KNP

2.3 Phonology
It is the study of the patterns of sounds that can be found in a language and across languages.
Verbally, phonology describes how speech sounds can be categorized in the brain and
communicate meaning.

2.3.1 Consonants

There are twenty-nine consonant phonemes in Awngi, five of which are labialized.

Table 7: - Awngi Consonant Phonemes

labial | alveolar | Palato-velar | uvular
P t k q plain
Voiceless plosives
kv qv labialized
b d g G [¥] plain
Voiced plosives
gv 6" [¥*] | labialized
Voiceless affricates fs il
voiced affricates & [Z] &
fricatives f S J
post-stopped fricatives st
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nasals m n n plain
v labialized
lateral approximant I
vibrant r[c]
approximant W J
2.3.2 Vowels
Awngi has 6 vowel phonemes.
Table 8: - Awngi vowel phonemes
Front Central Back
Close i (1) u
Non-close e a 0

2.4 Morphology
Morphology, within the field of linguistics, examines the structure of words, the rules
governing their formation, and their interrelation within a particular language. The majority
of morphological studies focus on the word structure through morphemes, the minimal
meaningful language units. These morphemes encompass roots that stand alone as words,
as well as categories like affixes, which are bound to other words. It also examines the
behavior of words as parts of speech and their inflection to denote grammatical categories
such as number, tense, and aspect. Moreover it explores concepts like productivity, which
pertains to the ways in which speakers coin new words in particular contexts, a process that
changes throughout the history of a language.

2.4.1 The nominal inflection

Nominal inflection is the process of altering the form of a noun, pronoun, adjective, or

other nominal word to express grammatical categories like case, number, and gender.
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2.4.1.1 Gender

In its singular form, the Awngi language distinguishes between two genders: masculine
and feminine. In humans and domesticated animals, gender distinction signifies the
differences between sexes.(Hetzron, 1978)

For example: - muligisi ‘monk’/ moleqésa ‘nun’, sén ‘brother’/séna ‘sister’. There are
certain suppletive terms that refer to sex, e.g., agi ‘man’/Yuna ‘woman’, kormi
‘stallion’/ bazra ‘mare’ (firisi ‘horse’). Most words denoting things have a fundamental
gender of masculine. The use of the feminine has an affective, diminutive, derogatory,
or sometimes caritative connotation. In many instances, the use of the feminine form
can slightly alter the meaning compared to the masculine form. e.g., arfi ‘month’/ arfa
‘moon’, amét ‘year’/améta ‘next year’.

2.4.1.2 Number

Awngi language distinguishes only between singular and plural forms, without gender
distinction in the plural. A plural noun can represent the pluralization of masculine,
feminine, or both genders simultaneously. The most common plural marker is "-ka,"
which is attached to the final consonant of the stem, except in compounds. In the noun
class where the masculine ends in -i, the bare stem form may also be used for the plural,

e.g., doy"ari ‘donkey’/pl, doy“arka or doy"ar.

2.5 Syntax

During syntactic analysis, words and morphemes are combined into larger units such as

sentences and phrases. Sentences in English follow a subject-verb-object word order, which

ensures syntactical accuracy.

Conversely, the Amharic and Awngi languages have subject-object-verb (SOV)

grammatical patterns.

For example, "Kebede ate bread.” (English)
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"nne &0 nA=" (Amharic)

"n0g G TR (Awngi)

2.6 Semantics
In natural and artificial languages, semantics deals with meaning. It is the study of how
language users create meaning via the use of linguistic structures, as well as how readers

and listeners comprehend and interpret that meaning in various settings.

2.7 Why do we summarize texts?
Textual data in the form of digital documents quickly adds up to massive volumes of
information. The vast majority of these papers are unstructured, meaning they are
unconstrained text that has not been categorized into typical databases. Because of the lack
of standards, processing papers is a rudimentary effort. As a result, implementing automatic
text analysis tasks has become incredibly challenging. Automatic text summarizing (ATS)
can assist in digesting this ever-increasing, difficult-to-handle amount of data by condensing
the text while retaining significant information (Juan-Manuel et al., 2014).

There are various compelling arguments in favor of document summarizing by machine.
Here are just a few of them:

1. Summaries help you read faster.

2. Summaries make the choosing process easier while researching documents.

3. Indexing is more effective with automatic summarization.

4. Human summarizers are more prejudiced than automatic summarizing techniques.

5. Because they give individualized information, personalized summaries are important

in question-answering systems.
6. Commercial abstract services can enhance the volume of texts they can handle by

using automatic or semi-automatic summarizing techniques.
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2.8 Definitions of text summarization

The most apparent technique to shorten a paper is to use summaries. The job of creating a
succinct and fluent summary while keeping vital information content and overall meaning
is known as automatic text summarization (Allahyari et al., 2017). Additionally, the authors
also defined Automatic text summarizing as a difficult task, as humans summarize a piece
of text, they normally read it completely to have a thorough comprehension of it before
writing a summary highlighting its important points. since computers lack human language
and understanding, automated text summarization is a complex and time-consuming
operation.

Text summarization is a well-established field of study whose primary purpose is to
investigate and create summarization methods capable of extracting high-quality
information from enormous document collections (Fiori, 2019).

Based on the type of input document(Torres Moreno, 2014) explained text
summarization as the transformation of a source text into a reduced, shorter version that
retains all key information. The input for single document summarization is just one
document, and the summary is derived from it (Wazery et al., 2022).

Text summarization is a natural language processing approach that creates a small, crisp
version of a huge textual material (Zaki et al., 2020). “Automatic text summarization is a
subfield of Natural Language Processing (NLP) that aims at producing precise and non-

redundant text aided by machine learning techniques” (Pattnaik & Nayak, 2019)

2.9 Classifications of text summarization

Different sets of criteria can be used to categorize summaries, based on input type the

summarization process can be either single-document or multi-document summarization.
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2.9.1 Single document summarization

Single document summarization is a summarization process where only one or a single
document is taken as input to produce a summarized text. The automatic development of
an abstract for a scientific paper is an example of a single-document summary problem.
The abstract should cover all of the key topics discussed in the report, regardless of where
they appear in the text.

2.9.2 Multi-document summarization

Whereas in multi-document summarization the input is from various multiple documents
and all of these papers' information should be included in the summary. The news
summarizing job is a prominent multi-document summary issue in which the aim is to
summarize a group of news stories published in multiple newspapers and covering the
same themes.

The other angle where the summarization process can be classified is based on output
type, it can be either Extractive or Abstractive summarization (Wazery et al., 2022).
2.9.3 Extractive Summarization
The original sentences from the input material are used to create an extractive summary.
Sentence extraction, statistical analysis, and machine learning approaches can all be used
to create such summaries (Azhari & Jaya Kumar, 2017). (Joshi et al., 2021) also defined
as Extractive summarization is a method of extracting delineative paragraphs or phrases
from the original text and integrating them into a smaller document than the original.

The significance of the sentence is measured based on the statistical or linguistic
features of the sentence. Content word (Keyword), title word, sentence placement,
sentence length, proper noun, upper-case word Cue-phrase, Biased term, Font based,

Pronouns, Cohesion between sentences, sentence-to-centroid cohesion, Discourse
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analysis, and the occurrence of non-essential information are the most typical features
utilized for extractive summarization.

Extractive summarization algorithms are further separated into supervised and
unsupervised approaches. Supervised techniques use summarizing as a classification
issue, categorizing document sentences into two groups: in-summary and not-in-
summary. This study focuses on the extractive text summarization method as it is based
on selecting an informative and indicative summary of the whole document, and it does
not require any linguistic knowledge.

2.9.4 Abstractive Summarization

Abstractive summarizing is a type of summarization in which linguistic techniques are
used to construct a reduced summary of a text. This type of summarizing is more efficient
than extractive summarization since it may create new sentences that convey the most
important information from the source (s) (Joshi et al., 2021).

On the other hand, (Pattnaik & Nayak, 2019) stated that the abstractive summarization
technique creates summaries that are made up of words and phrases that describe the
original document's information content. The output summary obtained from the
abstractive summary is not a direct copy of the original document and they are harder to
implement because they need deep linguistic knowledge.

According to the function, text summarization can be classified as either indicative or
informative summary.

2.9.5 Indicative Summarization

The themes mentioned in the source document are summarized in an indicative summary.
It's similar to a table of contents. Only the most significant notion in the text is presented
in an indicative summary system. An indicative summary provides a high-level overview

of the text's themes. This form of summary aids the user in deciding whether or not to
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continue reading the material. The average length of this type of summary is 5 to 10% of
the original content (S. H. B. Sri & Dutta, 2021).
2.9.6 Informative Summarization
An informative summary attempts to represent the source text's content, maybe
elaborating the reasoning. It is a condensed version of the original document. Informative
summaries are more difficult to write than indicative summaries because they require the
source text's information to be properly understood, generalized, organized, and
synthesized (Juan-Manuel et al., 2014). The informative summary approach includes
every facet of the primary text. The informative summaries are around 20 to 30 percent of
the original material in length (S. H. B. Sri & Dutta, 2021).

On the other hand, based on context or content, summarization can be categorized into
three categories generic, query-driven, or domain-specific summaries.
2.9.7 Generic summarization
A document summary that bypasses the information demands of users. Generic summaries
have no perspective on the subject and treat the document as a single text, so all
information is treated equally.
2.9.8 Query-based summarization
It is a type of summary generated based on the information requirements of the user or
user inquiries. The answers for this type of summarization are minimal with a limited
number of words and phrases. This approach may be based on single or multi-document
input types.
2.9.9 Domain-specific summarization
These types of summarization processes are based on a specific field or domain of study
such as health, law, medicine, and the like (Bhattacharya et al., 2021; S. R. Patil, 2011,

Reeve et al., 2007).
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2.10 Approaches or techniques
Six approaches or techniques for text summarizing have been identified from the literature
collected over the previous ten years: fuzzy-based, machine learning, statistics, graphics,
topic modeling, and rule-based (T. Sri et al., 2017).
2.10.1 Fuzzy-based
It is the most popular approach as it avoids data inconsistencies. Instead of using the
standard true or false (1 or 0) Boolean logic, fuzzy logic uses degrees of truth, which is
more in line with human reasoning. The membership function and fuzzy rules used in the
architecture of the fuzzy system have a significant impact on performance. Based on the
features included in each sentence and the rules established in a knowledge base, a value
ranging from zero to one is derived for each sentence in the output (Andhale & Bewoor,
2017). After all, determining ambiguity entails the function of humans. Fuzzy systems
operate by using a variety of inputs from different attributes or indexes. The fuzzy
inference system is then provided with the score of each feature as input for use with the
IF-THEN rule of human knowledge. Most of the time this approach is used to produce
extractive summaries.
2.10.2 Machine learning
It is the favorite technique in this modern era where the training set of data is given to the
model while splitting some data for testing the performance of the developed model. The
machine learning techniques improve the performance of the model from experience
without being explicitly programmed.
As part of the machine learning approach, text summarization involves the following
methods. SVM (Support vector Machine), K-Means, Naive-Bayes, and deep learning.
According to the paper by (Dingare et al., 2022) they describe, put into practice, and

contrast some unsupervised machine learning methods, such as k-means clustering, latent
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Dirichlet allocation, and latent semantic analysis. The paper by (Mattupalli* et al., 2020)
employed A deep-learning approach known as Long Short Term Memory (LSTM) on the
CNN daily mail dataset for extractive summarization.

2.10.3 Statistics

Statistics are frequently used to determine a feature's score or weight. For instance, a
statistical method called TF-IDF may be used to identify the frequency of words,
determine keywords, and determine the similarity that emerges. The final score of the
sentence selected in the summary is then extracted or determined using a machine learning
or fuzzy-based technique using the findings of the statistical approach as input.

A journal paper by (V. Patil et al., 2020) proposed a statistical approach for multiple
document summarization with the major goal of providing users with additional
contextual and summary information to help them find results more quickly by condensing
collections of relevant Web pages.

2.10.4 Graph-Based
In essence, graph-based ranking algorithms determine the significance of a vertex inside
a graph using data derived from the network structure. If two sentences have a semantic
relationship, they are connected by an edge, and the weight of the edge is determined by
the relationship. The ranking of graph vertex relevance is determined by a graph-based
algorithm. High cardinality vertex sentences are regarded as significant sentences and are
included in the summary. Neither the graph-based technique nor the main knowledge for
summarizing calls for in-depth language expertise.

The Google Internet search engine uses a link analysis method called PageRank that
gives each element of a set of hyperlinked documents, like the World Wide Web, a

numerical weighting. PageRank, which is Google’s trademark, was named after one of the
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co-founders of Google Inc. and a well-known American computer scientist and
businessman Larry Page.

2.10.5 Topic Modeling

Topic modeling text summarization involves a document having various topics.

The subjects in the original material are found using topic modeling methods like LDA.
The creation of text clusters is then done using these subjects. Significant sentences from
the source material are included in the clusters. Each cluster would be related to the
pertinent themes that had been chosen. Usually, to expand coverage and aid in the
summarizing of the source content, this summarization technique assigns phrases in the

document to multiple selected categories (Issam et al., 2020).

2.10.5.1 Latent semantic analysis

As a theory and method of meaning extraction, LSA brings together researchers from
computer science, information retrieval, psychology, linguistics, cognitive science,
information systems, education, and many other related fields to analyze word usage
patterns to determine meaning (Joy Winnie Wise et al., 2024). This technique in Natural
Language Processing (NLP) uncovers the latent structure of a text collection using
Latent Semantic Analysis (LSA). In addition to reducing dimensionality, it is also used
to discover relationships among terms and documents.

Based on the principle that words that occur in the same context have similar
meanings, Latent Semantic Analysis utilizes the mathematical technique of Singular
Value Decomposition (SVD) to identify patterns of relationships between the terms and
concepts. SVD is one of the dimensionality reduction techniques. i.e., if matrix A is

factored into three matrices, then matrix A will look like this: -

A=UZVT
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A is a matrix with dimensions m x n. U is an orthogonal matrix with dimensions m x
m. > is a m x n diagonal matrix, while V is a n x n orthogonal matrix. U is known as a

left singular vector, > is a singular value or eigenvalue, and V is the right singular vector.

M= U A

mxn m>xm m>xn nxn

1
1
1
1
U u = 1
= m
1
1
1
vV VvV = 1
— n |
Figure 1: - Singular value decomposition visualization (Document Summarization Using Latent

Semantic Indexing | by Srinivas Chakravarthy | Towards Data Science, n.d.).

2.10.6 Rule-Based
One of the first NLP techniques is the rule-based approach, which analyzes and processes
textual input according to established language rules. Applying a certain set of rules or
patterns to capture particular structures, extract information, or carry out activities like
text categorization and other similar ones is known as a rule-based method. Pattern
matching and regular expressions are two typical rule-based methods.

The scholars of Bangladesh (Protim Ghosh et al., 2018) proposed a rule-based

extractive text summarization technique for Bangla news documents. For the first time, a
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graph-based phrase grading feature was included in this suggested method for
summarizing Bangla news documents.

The authors (M. Gupta & Garg, 2016b) also developed a text summarization system
using a rule-based approach to the Hindi language while eliminating dead phrases and
deadwood. It is based on the extraction of relevant information regardless of the semantics

or meaning of the entire document.

2.11 Pre-processing steps
Text summarization is one of many natural language processing (NLP) operations that need
preprocessing. It entails preparing unprocessed text data for analysis and further processing
by cleaning and converting it. Here are a few typical preprocessing methods:
2.11.1 Text cleaning
This pre-processing step involves cleaning up the text document from any unnecessary or
distracting parts, such as special characters, HTML tags, non-alphanumeric letters, and
punctuation marks.
2.11.2 Tokenization
Tokenization divides the text into tokens, which might be individual sentences, words,
phrases, or even characters. This process makes further analysis and feature extraction
easier.
2.11.3 Stop word removal
Stop words are often used words such as (“"the",” and”, and "is") that have little
significance in the context of the work at hand. Stop words are eliminated to concentrate
on words that are more informative and to assist in minimizing the dimensionality of the

data.
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2.11.4 Lower casing
To guarantee that words with the same spelling but different capitalization are recognized
as the same token, all text should be converted to lowercase. Consistency is improved and
duplications are avoided as a result.
2.11.5 Stemming and lemmatization
Words are intended to be reduced to their root or basic form by lemmatization and
stemming. While stemming uses heuristic principles to remove prefixes or suffixes,
lemmatization creates legitimate words by taking the word's context and part of speech
into account. These methods aid in reducing vocabulary size and normalizing word
variances.
2.11.6 Removal of irrelevant parts
Depending on the demands of the assignment, it could occasionally be essential to delete
particular text elements, such as URLS, numerals, or extraneous passages.
2.11.7 Handling acronyms and abbreviations
Within the document, having a large set of text may use acronyms or abbreviations that
need to be clarified or changed to their full names to maintain consistency and clarity.
2.11.8 Spell-checking and correction
Spelling mistakes in text data may affect how well subsequent analysis works. These
problems can be solved by utilizing spell-checking and other correction techniques.
2.11.9 Part-of-speech tagging
Giving terms in the text part-of-speech tags might provide more details about the
sentence's grammatical structure. When performing more complex text analysis jobs, this
might be helpful.

Depending on the kind of text data and the demands of the text summarizing task,

several preparation techniques may be used. The quality of the output of the

25



summarization may be improved, and the performance of the following algorithms and
models can be improved, by using the proper preprocessing procedures.
The following image shows the distribution of preprocessing used in text

summarization.
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Figure 2: - Distribution of Preprocessing Used in Text Summarization (Widyassari et al., 2022).

2.12 Techniques for evaluation of text summarization
Text summarization, a crucial task in natural language processing (NLP), tries to reduce a
lengthy text to a summary while preserving the essential details and core concepts. To gauge
their performance and evaluate various methods, text summarizing systems must have high
standards and be successful. The following are a few typical assessment strategies for text
summarization:
2.12.1 Evaluation by sentence co-selection
The natural language processing (NLP) task of sentence co-selection entails choosing
pertinent sentences from a given text or document based on a predetermined criterion. It
is sometimes referred to as sentence extraction or sentence evaluation. Text
summarization, information retrieval, and document analysis frequently employ this task.
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Numerous criteria, including precision, recall, F1 score, and ROUGE scores, can be used

in the evaluation.

¢ Precision
The percentage of chosen sentences that are pertinent or accurate serves as a measure of
precision. It is obtained by dividing the total number of sentences chosen by the number
of sentences that were correctly chosen.

% Recall
Recall gauges the percentage of pertinent sentences that are chosen. It is obtained by
dividing the total number of pertinent sentences in the reference set by the number of
correctly chosen sentences.

% Flscore
The F1 score, which gives a single metric to assess the system's performance, is the
harmonic mean of accuracy and recall.

F1 score= 2 * (precision * recall) / (precision + recall).

% ROUGE Score
(Recall-Oriented Understudy for Gisting Evaluation) is a group of measures frequently
used to rate text summarizing software. ROUGE-N calculates how many N-grams
(contiguous sequences of N words, when N=1 Uni-gram, N=2 Bi-gram, and N=3 Tri-
gram) are shared by the reference set and the sentences that were generated by the
machine. ROUGE-L calculates the length of the common subsequence between the
reference set and the sentences that were chosen by the machine.
During the assessment phase, the output of the system, which consists of the selected

phrases, is compared with the reference set using the selected metrics. In terms of

precision, recall, F1 score, and the overlap of N-grams or subsequences with the
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reference set, the metrics offer numerical measurements of the system's performance.
The machine performs better at choosing pertinent sentences as the scores rise.
2.12.2 Content-Based Evaluation
By using content-based similarity measures, we may address the co-selection measures'
shortcomings that were previously highlighted. These techniques compare the two
documents more closely than only by comparing their sentences. The fundamental
approach is using the cosine similarity metric, which can be calculated using the following
formula, to determine how similar the full-text content and its summary are.

||x||||y|| 1fz?ﬂng 1fz?=1yi2

2.13 Applications of text summarization

Cosine similarity (x, y) =

Text summarization has various application areas where it can be applied in the real world.
To list some of them: -

1. Question and answering system (QA).

2. News summarization and news wire generation.

3. Report summarization for businessmen, politicians, and researchers.

4. Meeting summarization.

5. Automatic extraction and generation of titles.

6. Opinion summarization.

2.14 Related work

The development of an automatic text summarization model facilitated the work of humans
as it shortens a long set of documents into short and precise contents that convey the whole
document's information. Several types of research have been carried out to look at the

summarization of text documents.
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Extractive text summarization has been a popular topic of research in natural language
processing, with a strong emphasis on global languages like English. Researchers have
investigated a variety of methodological approaches, including statistical, rule-based,
supervised machine learning techniques graph-based algorithms, and, more recently, deep
learning-based models. These works have made significant contributions to the
advancement of text summarizing techniques for major global languages. However, it
remains relatively rare to research extractive summarization in local or under-resourced
languages such as Awngi. It is unclear whether existing techniques and models can be
applied to diverse local language contexts since many are designed and evaluated primarily
for English or other well-resourced languages. The summarization of text in local languages
can be challenging, as the datasets are usually smaller, the linguistic features are unique,
and the cultural nuances are unique.

Text summarization technology must be adapted and evaluated in these contexts to
ensure inclusivity and accessibility, especially in regions with diverse linguistic landscapes.
There has been preliminary work on extractive summarization of local languages, including
studies by (Demis, 2018) explored an automatic Amharic multi-document news text
summarization using an open text summarizer. This study investigates the capability of the
open-source tool (open text summarizer) for Amharic multi-document summarization to fill
in the gaps in single-document text summarization. There were 35 Amharic single-text news
articles collected from Ethiopian news reporters, Addis Admass, Addis Zena, and Walta
information centers for this study. The researcher re-coded the system and redesigned the
user interface of the open text summarizer using the C# programming language and Visual
Studio 2010. A sentence extraction-based summarization was introduced for Amharic news
which uses open-text summarization. Intrinsic evaluation techniques were used to assess the

performance of the customized open-text summarizer. In general, the objective and
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subjective assessment metrics from the summarizer have yielded positive results for the
researchers.

Another study (Redi, 2020) demonstrated extractive Amharic text summarization using
latent Dirichlet allocation. To extractive summarization of Amharic text, this work presents
a probabilistic topic-modeling approach called Latent Dirichlet Allocation (LDA). For
investigation, the study utilized 60 news documents collected from different newspapers.
The Python programming language was employed for coding purposes. The system was
evaluated using the F-measure, an objective assessment tool. In conclusion, the study
suggested the proposed approaches perform better than the earlier research due to the
integrated features and varied strategies.

A published journal article by (Guadie et al., 2021) manifested Ambharic text
summarization for news items posted on social media. The summarization technique was
applied as an extractive summarization approach, which assigns sentences from the posted
documents with the highest ranking to form summaries, and the user can identify the size of
the summary. Twitter and Facebook were the main sources of documents. A total of 4951
short sentences were collected in different news items from Twitter and Facebook, covering
protests (3943), droughts (667), floods (101), and sports (246). To evaluate the performance
of the system, the researchers used subjective (qualitative) and objective (quantitative)
methods. Informational quality, coherence of structure, and linguistic quality of the
automatic summary were measured via subjective evaluations. In contrast, objective
evaluations measure the performance of the standard for precision and recall in the given
input texts. The assessment method has demonstrated that this yields excellent results for
summarizing texts that have been uploaded on social media.

Afaan Oromo Text Summarization using Word Embedding, a thesis by (Tashoma et al.,

2020b). It is a generic automatic text summarizer based on the word-to-vec model. To test
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the performance of the model both primary and secondary sources of data were utilized. The
researchers collected 22 different documents from the internet and newspapers, among those
13 were used as validation and 9 were used as testing. The model was evaluated using both
subjective and objective summary evaluation metrics. By employing the same data as the
earlier studies, the summarizer outscored them overall in terms of precision, recall, and F-
measure by 0.648, 0.626, and 0.058, respectively. Even though a comparison was made with
previous studies, there was no clear evidence, and a benchmark study was discussed.

As a result of these efforts, certain techniques have proven viable when applied to local
language datasets, however, further research and innovation are necessary to address the
unique challenges presented by these languages. Toward filling this gap, the current study
develops and evaluates a prototype system that can effectively handle local language
specifically for Awngi text documents as part of an effort to broaden the scope of extractive
text summarization research. The evaluation of the proposed prototype system involves
testing the performance of machine-generated summary with human reference summary

based on rouge and cosine similarity which previous researchers failed to fill.
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CHAPTER THREE

3. RESEARCH METHODOLOGY

3.1 Introduction

Regardless of what type of scientific investigation is being conducted, research
methodology is crucial to ensuring a well-designed, reliable, and valid study. Hereafter, the
precise steps or methods used to find, choose, process, and evaluate data on a subject are
discussed. In addition to this, the kind of research design methodology, where and how the
data was organized and pre-processed, the tools and techniques that have been used, and the

metrics used to measure the performance of the model are illustrated.

3.2 Literature review

To have a conceptual understanding of the types of automatic text summarization
approaches, preprocessing, model development, and evaluation of the model, we have
covered different materials, including journals, articles, conference papers, newspapers, and
more resources. In addition to this, the state of the art in automatic text summarization was
assessed. Moreover, to understand the nature of the Awngi language, the alphabets used,

and sentence formation books written by different authors, and journals were reviewed.

3.3 System architecture

It is the overall design and structure of a complex system that includes the arrangement of
its components, subsystems, modules, and interfaces, as well as the interrelationships among
those components. The system architecture illustrates how its components work together,
how they perform the desired function, and how they interact with each other. The entire

architecture for the proposed system is depicted in the following figure.
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Figure 3: - System Architecture

3.4 Research design methodology

For this study, design science research design methodology was conducted. a design science
research methodology was applied since, within this methodology, a problem was assessed,
and after the identification of a certain problem, an artifact was developed so that the artifact
would be evaluated. Tools, techniques, approaches, algorithms, and assessment processes

are all part of design science.
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3.5 Dataset collection and preparation

The source of data for this research work was collected from the publicly known website
Ambhara Media Corporation (491.h), which contains a webpage called Cherbewa (‘EC.?
AP%). The second source of documents was a printed magazine. The hard copy was collected
from a magazine shop and library and captured with a camera. After that, the text from the
image file was extracted using tools like Google Sheets and the MetaAppz Amharic OCR

website.

Figure 4: - Sample image data

To make the collected documents ready for analysis the documents are organized in a
(CSV) format. Figure 5 below demonstrates multiple documents in a CSV file format,

this enables us to easily analyze using pandas data frame.
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document
AP jopt: 09L& TLCh AT T07 Héovd APLaT4A 4e0F oI Th BT

H-g-ovZ o138  h1aTug it h £19°71 Al H-gor-ch BAHF T h 2.

A2 PPFINT 18077 PYINT ZAAAF hTeEE Hh AdTHAea AT

AT A8 TS e t#hote-and Jo- AP hnda A S W14

hrtad T 958 hlhd @ oL Chm- Z3a T, hadlo- 510c ©Z8Th Aod...

Figure 5: - Document in CSV format

3.5.1 Manual summary preparation

As opposed to automatic summaries generated by computers or software, manual
summaries are created by humans. After reading and comprehending the original text, an
individual condenses the main points, key ideas, and relevant information into a concise
and coherent summary. A manual summary captures the essence of the original text in a
condensed way to convey its key information effectively.

Extracting and presenting the most important parts of a text requires human judgment,
understanding, and language skills. In various contexts, such as journalism, academic
writing, or content curation, manual summaries are frequently used as references to
evaluate the performance of text summarization algorithms or as standalone summaries.
To perform a human reference summary, experts with the language were involved. Based
on the guidelines provided in the appendices B, the manual summary was taken with a
compression rate of 20%, 30%, and 40%. For manual summary preparation, the guidelines
were adopted from (Computing & Guadie, 2017; Demis, 2018; Guadie et al., 2021;

Yirdaw & Ejigu, 2012).
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3.5.2 Data preprocessing steps
Prior to usage, data preparation is necessary. The idea of data preprocessing is to
transform unprocessed data into clean data collection. Before the dataset is sent to the
algorithm, it is preprocessed to look for missing values, noisy data, and other
irregularities. All data must be in machine-appropriate formats.
% Sentence tokenization
Sentence tokenization is the process of splitting a set of documents or paragraphs into
sentences. The sentence delimiters we have used are (? == ). Moreover, (::) aratnetib
exists in different forms such as (::) two colons together, (: :) two colons separated by
space, and a single standalone aratnetib (::). So, using regular expressions we have
replaced those different forms of aratnetib into a single standalone aratnetib. Since
NLTK (Natural Language Tool Kit) has no built-in module for sentence tokenization
for Awngi text documents, we have used a customized PunktSentenceTokenizer from
NLTK.
Example: - The following is a sample paragraph having four sentences delaminated by
(::and ?).
para="a7 L tCt AI°TA £z A7 L ECT AD £ A7 L BCT GAR: A7 AAQ. & NECT
£nY
After a sentence tokenization is applied it will have a list of four sentences.
['a7 &OECH ATA £h=',
"AT LAOVECT AP fhs',
'a7 &AOECT GRRE:',
AT MA@ &AVECT PRR' ]
% Word tokenization

Word tokenization involves splitting a large piece of text into words, which is required

for natural language processing tasks like classifying and counting words. In this
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research, we have utilized NLTK’s TweetTokenizer since it captures punctuations that
are not part of English punctuation marks such as (: f ).
Example: - The above sentences can be further tokenized into words as
follows.

[[A7, ' CAbCH, RIoT, PR, '],

[A7, '&AECH, AT, PR, "=,

[27, '&AOBCT, 'RPTA', GAR, =],

[A70, AA@, '&ABCTH, PR, 2]

% Acronym expansion

Acronyms are abbreviations created by combining the first letter(s) of one or more
words to generate a new term. Instead of pronouncing the resultant word as separate
letters, it is spoken as a whole. Acronyms are frequently used to condense and simplify
larger words or sentences. Preprocessing and removing acronyms is important, as the
symbols contained within acronyms are not necessary for the meaning. By removing
these symbols, the remaining text becomes meaningless without expanding the
acronyms. Therefore, preprocessing and removing acronyms should be a standard step
to ensure the text maintains its intended meaning. To expand acronyms properly, it is
necessary to use a dictionary or list that maps each acronym to its corresponding
expanded words. By referencing this dictionary during preprocessing, the acronyms can
be replaced with their full expansions. This ensures the text maintains its intended

meaning after removing the unnecessary symbols contained within the original

acronyms. The following table depicts sample acronyms in the Awngi writing system.
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Table 9: - Awngi acronyms and its expansions

Acronym Expansion
I°/h o8t h7% T
/49 od. 1 as
/4 PHS

&lc &ptc
&/ FCL 99

% Normalization
As a way to ensure consistency and reduce variations between words or phrases, text
normalization involves applying several techniques to transform data into a standardized
or canonical format. Even though the Awngi alphabet does not contain such variants,
while writing, such a kind of mixing appears. The alphabet and its variants are discussed

in the table below.

Table 10: - Alphabets and its variants

Alphabet Variants Example word Normalized

v Uichin viehrink 0 Aot E vt
100t (V1Ont)

a a:w (SRR YA((1) (%A

A AfO ALAL T 02AL (VRAT) ALAL

0 672 641 T K¢ (PTLLE) 01

% Textcleaning
Text cleaning involves removing unnecessary punctuation marks, digits, and short
sentences that don’t add any value to the model development. The punctuations such as
(M#S%&'() *+, -. 1 ;<=>?2 @ [\] " {|} ~ = # £ = % %) are removed. To remove
punctuations, we have used Python’s regular expression and string module.
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Furthermore, we got alphabets that were wrongly written, such as the alphabet ‘0" was
interpreted as the numeric 'o' (zero). for example, to write 1000 it was written as 1000.
' as "10', for instance, the word 'Afitel’ to write as ‘AR and "' as (“i"e[T") €.g.,
'Wi'he/ATre/W AT Those errors exist because of an OCR application that we have used

while transforming a hard copy into a soft copy.

«» Document extraction

Since the research is focused on summarizing long documents into shorter versions, it
was necessary to remove any documents that were too short. To accomplish this, an
algorithm was used to identify and remove any documents that fell below a certain
length threshold. This ensured the dataset only contained longer documents that could
be effectively summarized, without the noise of very short documents that would not
provide enough information for the summarization task. The following Figure 6 depicts

this an algorithm for removing too short documents.

Algorithm 1: Algorithm for removing too short documents
Input: a dataframe column having a list of sentences
Quiput: a datgframe column af documents having the minimum number from
the mean.
#ren column e«—calculate total number of sen per doc
averdge num_af sen «— calculate mean
If #sen _column less than average num_af sen
Fass
else
Include with in the document [ist

i.e. each variable is a list of values

Figure 6: - An algorithm for removing too short documents

R/
A X4

Sentence extraction
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As we know words are the building blocks for sentences. So, longer sentences are those
that have too many words in them whereas short sentences are those that have too few
words. For the sake of extracting sentences that are reliable for summarization, we have
developed an algorithm that removes sentences with too many words and sentences with

too few words.

Algorithm 2: -Algorithm to remove too long and too short sentences from doc.
Input: a datgframe column having a list of sentences
Quiput: [ist of sentenceas
For word in sentence.split(}
fwords _in sen «— len(word)

mee_words_per_sen «+— Max{®words_in_sen)
min_words per sen «— Min({#words _in sen)

average of max_words per sen «—  mean(mac words per sen)
average_of_min_words_per sen <— mean( min_words_per_sen)

selected sentences «— [word For word in sentence if
lenword split())==average_of min words_per sen and
lenword split())<=average of max _words per sen]

Figure 7: - An algorithm for removing too-long and too-short sentences

0,

% Stop word removal

The stop words in any language, not only English are a collection of commonly used
words such as (for, an, nor, but, or, yet, and so). As compared to English Awngi text
documents also have a stop-word list. Since there was no pre-existing list of stop words
available, a custom set of stop words was prepared for this research. To generate the
stop word list, the total frequency of all words within the documents was calculated. The
47 words with the highest overall frequency were then selected and designated as the
stop words to be removed during preprocessing. This custom stop word list ensured the

most common and least informative words were filtered out, allowing the summarization
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algorithm to focus on the most relevant content within the long documents. The

following table contains a sample list of stop words in Awngi.

Table 11: - Sample Awngi stop word list

°he et AlL A7

K4 AT, AR%a

AT hhg Al

¥ A7t A8
3.6 Stemming

As part of natural language processing (NLP) and information retrieval, stemming reduces
words to their root or basic form, known as a "stem." The stem does not contain a complete
word by itself, but it contains the core meaning of the word. It enables words to be
normalized by recognizing variations in the same word, regardless of inflections or suffixes,
as the same word. The text data is less dimensionalized as a result, and text analysis tasks
like retrieval, search engine, classification, and sentiment analysis are improved. In the
example of "running,” "runner,” and "runs,” stemming would reduce these words to their
common stem “run.” Similarly, words such as "jumping,” "jumps,” and "jumped" will all
stem to "jump. a rule-based stemmer was developed and used to remove suffixes from
words. This stemming process helped normalize the vocabulary by reducing words to their
base or root forms. This was an important preprocessing step to ensure semantically similar
words were treated equivalently by the summarization model, regardless of their specific

grammatical forms.
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Table 12: - Sample Awngi stemming for removing suffixes

Word Root word Suffixes

'e,hq)aim‘i ghq’qa}‘(‘li re,hcloa'[L'qE re,hq’a'll(li re,hq’a'll [llm<ll,llwal’llgll’llnll,ll,?‘Ell,
2nGa 0P oG 0P oG M-4F LhTIh(x "R M D-8" "R
PATEE TFATEAT FATRAT 1A Y [, ha" " e
7“‘['}.d13 ?‘(']'};f‘hf ?“'l'}'tgnh ",d‘" ";,_‘hll ll'treohll]

3.7 Feature extraction methods
Involves selecting and transforming raw data into meaningful and representative features.
Feature extraction plays an integral role in analyzing and understanding data in a variety of
fields, including machine learning, computer vision, and natural language processing. Text
analysis comprises several feature extraction methods. Even though we employed TF-IDF
feature extraction technique to extract the salient features, here are a few popular commonly
used techniques: -
% Bag-of-words: -
The Bag of Words (BoW) approach is widely used in natural language processing (NLP)
and information retrieval. It is a straightforward and efficient method for encoding
textual data as a numerical feature vector. It treats a text as an unordered collection or
"bag" of words, ignoring grammar and word order and focusing solely on word
frequency. In this paradigm, a document is represented as a vector, with each element
representing a unique word from the text's vocabulary. The value of each element in the

vector indicates the frequency or existence of that term in the document.

Text AFHE APTAM:E AT hAa HR FfH &NECT
AT AP TARE &N ECTH s 0 1 1 0 0 1 1
A5k & N-ECT DA Hhe 1 0 0 1 1 0 1

Figure 8: - Feature extraction using BOWs
% Term Frequency-Inverse Document Frequency (TF-IDF)
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It is a numerical statistic used in natural language processing (NLP) to evaluate the
importance of a word within a collection or corpus of documents. The TF-IDF
incorporates both a term's frequency in a document (TF) as well as its rarity across the
entire corpus (IDF). Even though both Bag-of-Words (BOW) and Term Frequency-
Inverse Document Frequency (TF-1DF) feature extraction methods were considered, the
research utilized TF-IDF feature extraction.

TF-IDF = (Term Frequency in Document) * (Inverse Document Frequency)

Text AT APTAME: K3 hA Hh i L AECH
K APPTARE L AECH P 0 0534046329 053046329 0 0 0534046329 0379973362
ATMELOECHRA R 0534046339 0 0 0534046329 0540639 0 0379978362,

Figure 9: - Feature extraction using TF-IDF

3.8 Model development
A model development process involves designing, creating, and refining a model for a

specific task or problem. It involves several steps and considerations to create a precise and

effective model.

Genism’s LSI (Latent Semantic Indexing) model is a method used to analyze textual data
in terms of semantics and dimension reduction. Additionally, it is also known as Latent
Semantic Analysis (LSA). LSI is a method for retrieving information and comparing
documents that are based on the concept of singular value decomposition (SVD). The LSI
model in genism involves the following steps: -
% Corpus creation: -

First, you must establish a corpus, which is a collection of text documents.

<+ Document-Term Matrix: -
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A document-term matrix is then produced, in which each row represents a document,
and each column represents a term within the corpus. The values represent the term
frequency or some weighted representation of the terms.

% Singular Value Decomposition (SVD): -
In the LSI model, singular value decomposition is applied to the document-term matrix.
Singular value decomposition decomposes the matrix into three separate matrices: U, S,
and V. U is the matrix of the document topic, S is the matrix of the singular values, and
V is the matrix of the term topic.

% Dimensionality Reduction: -
To capture the latent semantics of each document, LSI selects a subset of singular values
from the U and V matrices and their corresponding columns.

% Semantic Analysis: -
A semantic analysis of documents and terms is performed on reduced-dimensional
matrices derived from SVD. The LSI model represents documents and terms as dense
vectors in the reduced-dimensional space.

% Similarity Calculation: -
LSI may be used to calculate document or phrase similarity using the cosine similarity
measure. The cosine similarity between two document or phrase vectors can be used to

identify their semantic similarity or relatedness.

3.9 Tools used

To preserve this study Microsoft Word 2019 was used for documentation, Python 3.9 as a
programming language, and Visual Studio code editor. Why Python 3.9 is that the Python
package for NLP which is NLTK, works with Python 3.9 and lower versions and Visual
Studio code editor since it has an interactive interface and all necessary Python extensions.

Pandas data frame which is a two-dimensional data structure was used for the analysis
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purpose. NLTK (Natural Language Toolkit) facilitates working with human language data
in Python. Tkinter (tkinter) is Python's standard GUI (Graphical User Interface) package. It
is a built-in module included in the Python standard library. Tkinter offers a variety of
widgets and tools for developing desktop apps with graphical interfaces. Hardware tools
that were used for this study include HP Laptop Core i5, with 238 Gb SSD included for fast
performance. For visualization purposes, the Matplotlib library is used having static,

animated, and interactive graphics. It enables both difficult and easy tasks.

3.10 Techniques

Using text summarization, you can condense a given text without losing its key information

and meaning.
3.10.1 LSA (Latent Semantic Analysis)
It is a natural language processing technique that examines connections between a group
of texts and the terms used in them. It scans unstructured material using the mathematical
approach of singular value decomposition to look for undiscovered connections between
phrases and ideas (Latent Semantic Analysis (LSA), 2023). LSA is named after the fact
that SVD, when applied to document-word matrices, groups documents that are
semantically related to each other, even if they don't have a common word (V. Gupta &
Lehal, 2010). “LSA is an unsupervised technique that represents text semantics based on
the observed co-occurrence of words”(El-Kassas et al., 2021). This study uses the LSA
(Latent Semantic Analysis) method that analyzes relationships between documents and
the terms contained within them using natural language processing. A mathematical
technique called singular value decomposition is used to scan unstructured data for hidden
relationships.

Utilizing LSA vectors for summarization has the advantage over using word vectors

because the conceptual (or semantic) relations represented in the human brain are
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automatically captured in the LSA, whereas using word vectors without the LSA

transformation necessitates the creation of explicit methods to derive conceptual relations.

3.11 Performance metrics
The text summary is the process of reducing the length of a given text while maintaining
the major ideas and important details. The effectiveness of text summarizing systems must
be assessed using particular measures. To measure the performance of the summary we have
used two metrics.
3.11.1 ROUGE
ROUGE stands for Recall-Oriented Understudy for Gisting Evaluation. It is a collection
of measures that are frequently used to assess the quality of automatic summaries by
contrasting them with reference summaries created by humans. It calculates the amount
of overlap between the generated summary and the reference summary's n-grams
(contiguous sequences of n words). Popular variations of ROUGE-1, ROUGE-2, and
ROUGE-L take into account bigrams, unigrams, and longest common subsequences,
respectively.
Example: - let’s assume the following machine, and human-generated summaries as,
System summary (ss)= ['A00', "8, ‘427, 'Ars']
Human summary (hs)= ['A00', 43", 'a270', 'hede', 'a7h}']
Overlapping words (ow) = ['A0Q', '83, ‘4270, 'A7h5"]
Total number of overlapping words (#ow) = 4
Total number of words in system summary (#wss) = 4
Total number of words in human summary (#¥whs) =5
ROUGE-1 (unigram):
ROUGE-1 calculates the overlap of unigrams (single words) between a candidate
summary and a reference summary.
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Total number of overlapping words (#ow) _4 0.8

Recall = =
Total number of words in human summary (#whs) 5
. . Total number of overlapping words (#ow 4
Precision = —PPTE (Fow) -=
Total number of words in system summary (#wss) 4
2x(precisionxrecall) 2(1*.8
F1 score = =& ) 24x8) _ g gg

(precision+recall)  1+.8
ROUGE-2 (bigram):
As opposed to ROUGE-1, ROUGE-2 calculates the overlap of bigrams (two words)
between a candidate summary and a reference summary.

System summary (ss)= ['a0N 83, '43 A&7, 'ag7( A73']

Human summary (hs)= ['A00 87, '3 A&7, '4&70 ALK, 'S0 ATn}']

Overlapping words (ow) = ['A0N 83, 43 4270

Total number of overlapping bigrams (#ow) = 2

Total number of bigrams in system summary (#wss) = 3

Total number of bigrams in human summary (#whs) = 4

Total number of overlapping bigrams (#ow) —05

SN

Recall =
eca Total number of bigrams in human summary (#whs)

Total number of overlapping bigrams (#ow)

Precisio — = =066
FeCSI9 = Total number of bigrams in system summary (#wss) 3

2x(precisionsrecall) _ 2(0.66%0.5)
(precision+recall) T 0.66+0.5

=0.56

F1 score =

Rouge-L

As its name implies, ROUGE-L finds the longest common subsequence (LCS) between
the output of our model and the reference, that is, the longest sequence of words (not
necessarily consecutive, but still in order) that are shared by both. A longer shared

sequence likely indicates a greater degree of similarity.
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3.11.2 Cosine similarity

A typical metric for determining how similar two vectors are in a multi-dimensional space
is called cosine similarity. Natural language processing (NLP) activities like text
summarization and document retrieval frequently use it.

Cosine similarity can be used to evaluate the semantic similarity between the
generated summary and the reference summaries in the context of text summarization.
The following steps show how to perform a cosine similarity between two documents.

Step 1: - Transform the given document into vectors.

Example: - docs = ['A0N 83 4870 A7hs:' 'AON 83 48730 ALGe A7hE:"]

Table 13: - Features and their vectors using TF-IDF

a0 ANN Aol A7k 45

0 | 0.50000 0.50000 0.000000 0.50000 0.50000

1] 0.40909 0.40909 0.574962 0.40909 0.40909

Now, we can calculate the cosine similarity between each sentence within the

document using the cosine formula.

n .y
Cosine similarity (x, y) = ||x3|C|.|3|,y|| =— lelxlynl :
\Izi=1xi R Zi=1yi

Even though the above formula can perform the cosine similarity, we have used the

SKLEARN?’S built-in method. So, the following table illustrates the similarity among the

sentences within the document.

Table 14: - Cosine similarity between sentences

ANN GF AR AThz: [ANN S A0 AN ATz

AN ST AR AN 100.0 81.0

AN A A0 AR AT | 81.0 100.0
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CHAPTER FOUR

4. RESULT AND DISCUSSION

4.1 Introduction

By selecting and extracting the most salient sentences from the original text, extractive text
summarization is used to automatically generate a concise summary of a document. Natural
language processing faces this fundamental problem in several applications, such as
summarizing news articles, academic papers, and customer reviews. Although significant
progress has been made in extractive summarization, the current state-of-the-art models
continue to struggle to consistently produce coherent, high-quality summaries, especially
for longer documents. It remains a priority to research how extractive summarization
systems can be improved in terms of performance and robustness. In this research, we design
and implement an extractive text summarization system for Awngi news documents.

This section presents the results of our experiments, demonstrating how our extraction
summarization model outperforms other approaches. We respond to each of the study
questions and offer an in-depth analysis of the efficacy of various strategies and methods

used in the summarizing procedure.

4.2 The data source for Awngi text documents

To create a representative dataset for Awngi text summarization, we have collected Awngi
text documents from various sources, ensuring that the dataset covers different domains.
Amhara Media Corporation's (A1) website is the main source; additionally, hard copies
of newspapers were collected from libraries and shops. A total of 558 documents were
collected from the above sources, and through preprocessing and removing lengthy and too-

short sentences, the resulting dataset contains a total of 213 documents.
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4.2.1 Document Statistics

The document statistics in Table 15 below show the overall data that was collected from
cherbewa magazine. The dataset contains 213 documents with a wide range in the number
of sentences and words. On average, each document has 45 sentences and 760 words, with
an average sentence length of 18 words. Understanding these characteristics can help us

understand how this dataset might be used for different text analysis tasks.

Table 15: - Source document statistics

Document Attributes Value
Number of documents 213
Maximum number of sentences per document 85
Minimum number of sentences per document 30
Mean of sentences per document 45
Maximum number of words per document 1301
Minimum number of words per document 353
Mean of words per document 760
Maximum number of words per sentence 44
Minimum number of words per sentence 5
Mean of words per sentence 18

4.2.2 Human reference summary statistics at (20%o) extraction rate

Table 16 below demonstrates human reference summary statistics at a 20% extraction rate.
Among the 213 documents in this dataset, there are 6-17 sentences and 81-264 words. The
average document consists of 9.399 sentences and 155.69 words, with an average of 18

words per sentence.

Table 16: - Human reference summary statistics at (20%)

Document Attributes Value
Number of documents 213
Maximum number of sentences per document 17
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Document Attributes Value

Minimum number of sentences per document 6
Mean of sentences per document 9.399
Maximum number of words per document 264
Minimum number of words per document 81
Mean of words per document 155.69
Maximum number of words per sentence 44
Minimum number of words per sentence 5
Mean of words per sentence 18

4.2.3 Human reference summary statistics at (30%o) extraction rate
From the overall 213 documents, Table 17 shows the number of human reference
sentences ranging from 9 to 26 and 109 to 416 words, with an average of 13.939 sentences

and 233.667 words per document at an extraction rate of 30%.

Table 17: - Human reference summary statistics at (30%)

Document Attributes Value
Number of documents 213
Maximum number of sentences per document 26
Minimum number of sentences per document 9

Mean of sentences per document 13.939
Maximum number of words per document 416
Minimum number of words per document 109
Mean of words per document 233.667
Maximum number of words per sentence 44
Minimum number of words per sentence 5
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Document Attributes Value

Mean of words per sentence 18

4.2.4 Human reference summary statistics at (40%o) extraction rate
In the same way, as the above two extraction rates (20% and 30%) Table 18 also shows
among 213 total documents the average number of sentences is 18.357 per document with

an average 307.883 number of words per document with an extraction rate of 40%.

Table 18: - Human reference summary statistics at (40%)

Document Attributes Value
Number of documents 213
Maximum number of sentences per document 34
Minimum number of sentences per document 12
Mean of sentences per document 18.357
Maximum number of words per document 540
Minimum number of words per document 157
Mean of words per document 307.883
Maximum number of words per sentence 44
Minimum number of words per sentence 5)
Mean of words per sentence 18

4.2.5 LSA Summary statistics at 20% extraction rate

Table 19: - LSA Summary statistics at 20% extraction rate

Document Summary Attributes Value
Number of summary document 213
Maximum number of sentences per summary 17
Minimum number of sentences per summary 6
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Document Summary Attributes Value
The Mean of sentences per summary 9.399
Maximum number of words per summary 410
Minimum number of words per summary 109
The mean of words per summary 250.582
Maximum number of words per sentence 44
Minimum number of words per sentence 23
The Mean of words per sentence 37.46
4.2.6 LSA Summary statistics at 30% extraction rate

Table 20: - LSA Summary statistics at 30% extraction rate
Document Summary Attributes Value
Number of summary document 213
Maximum number of sentences per summary 26
Minimum number of sentences per summary 9
The Mean of sentences per summary 13.93
Maximum number of words per summary 564
Minimum number of words per summary 134
The mean of words per summary 338.25
Maximum number of words per sentence 44
Minimum number of words per sentence 5
The Mean of words per sentence 16.45
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4.2.7 LSA Summary statistics at 40% extraction rate

Table 21: - LSA summary statistics at 40% extraction rate

Document Summary Attributes Value
Number of summary document 213
Maximum number of sentences per summary 34
Minimum number of sentences per summary 12
The Mean of sentences per summary 18.35
Maximum number of words per summary 670
Minimum number of words per summary 153
The mean of words per summary 410.51
Maximum number of words per sentence 44
Minimum number of words per sentence 5

The Mean of words per sentence 16.45

4.3 Experimental setup

In the rapidly evolving digital landscape, the integration of advanced hardware and software

technologies has opened up new frontiers for scientific research and data-driven discovery.

At the core of our investigation was a high-performance computing system, comprising an

HP 250 G7 Notebook equipped with an Intel(R) Core (TM) i5 processor, 12GB of DDR4

RAM, a 238 GB solid-state drive, and 1TB of HDD drive running on windows 10 pro-64-

bit operating system. As a result of the computational capabilities of this platform, the study

was able to handle the complex data processing and analysis.

4.4 Human reference summary document preparation system

To compare the output of automated text summarization systems with that of human

reference summaries, we can refer to the human reference summary. They are used as a
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benchmark for measuring the performance of the system-generated summary. For the sake
of easy, non-redundant, and error-free reference summary preparation we have developed a
system. Figure 10 below shows a desktop application system developed using the Python
programming language specifically using the Tkinter module. To generate a human
(reference) three Awngi language experts were selected. As we have a total of 213
documents each expert was assigned 71 documents. Having multiple experts makes it
comprehensive. while doing so the expert was given the source documents via this system.
Once given, he/she loads each document, and the documents are displayed as a sentence in
parallel with a checkbox to select or deselect the given sentence. After that selecting the
extraction rate (20%,30%, or 40%) is necessary from the dropdown menu. The figure below

demonstrates the overall system user interface and sample loaded document for summary.
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Figure 10: - Human reference summary generator app image

One of the human reference summary generator system's qualities is that, it automatically
disables the checkboxes while reaching the maximum extraction rate (20%,30%, or 40%).

The following Figure 11 depicts a human reference summary at a 20% summarization rate.
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Figure 11: - Human reference summary generation at 20% image

After a while, he/she should have to save the selected sentence for each extraction rate. For
simplicity, the system creates a folder for each document at the extraction rate of (20%,

30%, and 40%).

4.5 Rouge Performance evaluation

A summary of a document is a concise paragraph that highlights key information from the
original content (M. Gupta & Garg, 2016b). An extractive text summarization extracts key
sentences or phrases from a text and retains only the most important content. To do so there
are commonly used extractive text summarization techniques. Frequency-based (TF-IDF)
technique, according to the technique, sentences are scored based on the frequency of
significant words across documents, adjusted for the rarity of those words across all
documents. Sentences with higher TF-IDF scores are considered to be more significant.
Graph-based Methods (Text Rank), Sentences are represented as nodes in a graph, with
edges linking sentences that include similar words or phrases. The summary includes

sentences that score higher on the graph. And semantic-based technique (LSA), The singular
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value decomposition method is used to find latent semantic links between words and
phrases.

In this research, we have experimented with three extractive text summarization
techniques namely (summarization using LSA, TF-IDF, and Text ranking). For each
technique, we have used an extraction rate of 20%, 30% and 40%. The results of extractive
summarization using LSA (Latent Semantic Analysis) leveraged the other.

4.5.1 Latent Semantic Analysis (LSA) and Human Reference Summary (HRS)

An LSA, or Latent Semantic Analysis, is a technique for summarizing and analyzing text.
By analyzing the relationships between documents and the terms they contain, it can
identify the key concepts and themes in the text based on that information. In this research,
we have experimented with three text summarization techniques at the extraction rates of
(20%, 30%, and 40%). Figure 12, below indicates a summary evaluation using the LSA

technique at a 20% extraction rate using Rouge metrics.

LSA

Summary Rouge Evaluation at a 20%
Extraction Rate
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Figure 12: - LSA summary rouge evaluation on a 20% extraction rate

The figure demonstrates rouge evaluation metrics (rouge-1, rouge-2, and rouge-L) in the

x-axis and the values (scores) in the y-axis at the extraction rate of 20%. Rouge-1 is all
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about the overlapping unigrams, Rouge-2 for bigrams, and Rouge-L for the longest match
between human reference summary and machine-generated summary. for each rouge
metric the precision, recall, and f1-score are depicted using bars. For each rouge metric,
there is a variation in value for example, from rouge-1 to rouge-2 the precision, recall,
and fl-score value decreases, whereas from rouge-2 to rouge-L the graph shows an

increasing score.
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Figure 13: - LSA summary rouge evaluation on a 30% extraction rate

Figure 13 above shows a rouge evaluation metric for an extractive machine-generated
summary and an equivalent human reference summary at a 30% extraction rate. As
compared to the performance measured in a 20% extraction rate, there is an increase in
score for each metric's precision, recall, and f1-score in a 30% extraction rate. Whereas,
the same way to a 20% extraction rate a 30% extraction rate also persisted in a score

variation.
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LSA

Summary Rouge Evaluation on a 40%
Extraction Rate
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Figure 14: - LSA summary rouge evaluation on a 40% extraction rate

Finally, for the 40% extraction rate, there is an increase in score for each rouge metric’s
precision, recall, and f1-score as indicated in Figure 14 above.

4.5.2 Text Rank (TR) and Human Reference Summary (HRS)

Text rank is a graph-based ranking model for text processing that is useful for finding
keywords and the most relevant sentences in texts. A graph is constructed to find the most
relevant sentences within a text, where the vertices represent each sentence, and the edges
between sentences are calculated based on how many words they share, namely the
number of words they share. So, Figure 15 manifests a rouge metric evaluation for an

extractive machine-generated and human reference summary at a 20% extraction rate.
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Figure 15: - Text rank summary rouge evaluation on a 20% extraction rate
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As shown from the above figure, the precision, recall, and f1-score decrease as we go

from rouge-1 to rouge-2 but the inverse is true when we go from rouge-2 to rouge-L the

score increases.
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Figure 16: - Text rank summary rouge evaluation on a 30% extraction rate

When we move from rouge-1 to rouge-2 rouge values show a decreasing value in

precision, recall, and f1-score.
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As compared to text rank summary rouge evaluation on a 20% extraction rate, the 30%
extraction rate shows an increased score value in precision, recall, and f1-score for all

rouge metrics (rouge-1, rouge-2, and rouge-L).

TR Rouge Summary Evaluation on a 40% Extraction Rate

0.7 06
0.6 0.53 0.56
o 05
o .
S 04 0.35 0.37 037
&
203
o
e 0.2
0.1
0

Rouge-1 Rouge-2 Rouge-L
Rouge metrics

M precision Mrecall ®f_measure

Figure 17: - Text rank summary rouge evaluation on a 40% extraction rate

Text rank summary rouge evaluation on a 40% extraction rate exhibits a steady growth
in precision, recall, and f1-score for each rouge evaluation metric (rouge-1, rouge-2, and
rouge-L). In the same way as the LSA summary rouge evaluation on a 40% extraction

rate, the TR summary rouge evaluation also shows steady growth.
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4.5.3 Term Frequency Inverse Document Frequency (TF-IDF) and Human

Reference Summary (HRS)

TF-IDF summary Rouge Evaluation on a 20% Extraction Rate
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Figure 18: - TF-IDF summary rouge evaluation on a 20% extraction rate

Figure 18 above demonstrates an extractive text summary generated by the machine and
a human reference summary with a 20% extraction rate. In the same way as LSA, and
TR summary at a 20% extraction rate a TF-IDF summary on a 20% extraction rate shows
a decreasing rouge score in precision, recall, and f1-score moving from rouge-1 to rouge-

2, while an increasing rouge score moving from rouge-2 to rouge-L.
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TF-IDF summary Rouge Evaluation on a 30% Extraction Rate
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Figure 19: - TF-IDF summary rouge evaluation on a 30% extraction rate

TF-IDF summary on a 30% extraction rate as indicated in Figure 19 showcases, a rouge
score dropping from rouge-1 to rouge-2 while an increase moving from rouge-2 to rouge-

L.

TF-IDF summary Rouge Evaluation on a 40% Extraction Rate

0.8
07 0.68
0'6 0.58
o 0.49 052 0.5
o 0.5 0.42 0.44
a 036 : 0.39
o 04 :
3
303
=4
0.2
0.1
0

Rouge-1 Rouge-2 Rouge-L
Rouge metrics

M precision Mrecall ®fl-score

Figure 20: - TF-IDF summary rouge evaluation on a 40% extraction rate

Finally, the TF-IDF summary on a 40% extraction rate shows incremental growth moving

from rouge-1 to rouge-2 and then to rouge-L.
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4.6 Performance evaluation using cosine similarity

This metric determines the similarity of two non-zero vectors by calculating the cosine of
the angle between the two, which ranges from -1 to 1. The closer the cosine similarity is to
1, the more similar the vectors are. As a result, we employ this metric to measure the
performance of an extractive summarization. Higher cosine similarity ratings suggest that
the summary is more comparable to the source text, which is ideal for a decent summarizing
system.

4.6.1 Similarity between Text rank summary and Human reference summary

Table 22: - Similarity between Text rank summary and Human reference summary

TR Vs HRS Similarity in (%)

Max Min Average
20% Extraction rate 91 37 66.12
30% Extraction rate 91 51 74.41
40% Extraction rate 90 57 80.17

Table 22 above manifests a cosine similarity between a summary generated by the Text
rank algorithm and a human reference summary at the extraction rate of 20%, 30%, and
40%. The max indicates the maximum similarity, the min for the minimum similarity,
and the average for the mean. As a result, the maximum average similarity was obtained
at the extraction rate of 40%.

4.6.2 Similarity between LSA summary and Human reference summary

Table 23: - Similarity between LSA summary and Human reference summary

LSA Vs HRS Similarity in (%)

Max Min Average
20% Extraction rate 89 39 71.15
30% Extraction rate 93 53 79.34
40% Extraction rate 94 66 84.55
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The cosine similarity between the summary generated via the LSA technique and the
human reference summary indicates a comparably high similarity score than a summary
generated by Text rank and TF-IDF techniques. Table 23 depicts the similarity score at
the extraction rate of 20%, 30%, and 40%. Similarly, the LSA technique obtains the
maximum similarity score at the extraction rate of 40%.

4.6.3 Similarity between TF-IDF summary and Human reference summary

Table 24: - Similarity between TF-IDF summary and Human reference summary

TF-IDF Vs HRS Similarity in (%)

Max Min Average
20% Extraction rate 92 37 74.74
30% Extraction rate 92 51 78.66
40% Extraction rate 94 63 84.02

The summary performance evaluation as depicted in Table 24 shows the maximum,
minimum, and average similarity on a 20%, 30%, and 40% extraction rate. The same
maximum similarity score was obtained for both 20% and 30% extraction rates, but the

overall maximum similarity was achieved at 40% extraction rate.

4.7 Summary performance comparison using Rouge for different techniques

An evaluation of a summary's performance is crucial for determining its quality and
suitability for real-world use. Even though we have calculated the performance of a
machine-generated summary compared to a human-written reference summary, comparing
different summarization techniques to determine which one works best remains important.
The performance of various summarization methods can be compared to reveal their
strengths, weaknesses, and what makes them effective. This comparative analysis can help
us make informed decisions about which summarization technique to use for specific use

cases or applications.
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below demonstrates a summary performance comparison for three techniques (LSA, TR,
and TF-IDF). The x-axis shows the extraction rates (20%, 30%, and 40%), while the y-axis
shows the fl-score. Furthermore, the figure contains sub-plots. The first sub-plot shows a
performance comparison for rouge-1, the second sub-plot shows the performance

comparison for rouge-2 and the last for rouge-L.
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Figure 21: - Summary performance comparison using Rouge for different techniques

In Figure 21 (a) above, the tr_vs_hrs (blue line) shows that the F1-score increases steadily
from 0.28 at a 20% extraction rate to approximately 0.37 at a 40% extraction rate. In the
Isi_vs_hrs (orange line): The F1-score starts at around 0.30 at a 20% extraction rate and
increases to about 0.43 at a 40% extraction rate. In the tf_idf_vs_hrs (gray line): F1 scores
start at around 0.37 at 20% extraction rates and rise to about 0.42 at 40% extraction rates.
Similarly, in Figure 21 (b), the tr_vs_hrs (blue line) starts at around 0.23 at a 20%
extraction rate and increases to about 0.39 at a 40% extraction rate. In the Isi_vs_hrs (orange
line): The F1-score starts at around 0.25 at a 20% extraction rate and increases to about 0.45
at a 40% extraction rate. In the tf_idf_vs_hrs (gray line): At a 20% extraction rate, the F1

score starts at around 0.35 and increases to around 0.44 at 40%.
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Finally, in Figure 21 (c), tr_vs_hrs (blue line): The F1-score begins at 0.46 at a
20% extraction rate and rises to around 0.56 at a 40% extraction rate. In the Isi_vs_hrs
(orange line): The F1-score ranges from 0.44 at a 20% extraction rate to 0.59 at a 40%
extraction rate. In the tf_idf_vs_hrs (gray line): At a 20% extraction rate, the F1-score is

around 0.52, and at a 40% extraction rate, it is approximately 0.58.

4.8 Summary performance comparison using cosine similarity

Summary Performance Comparison Using Cosine Similarity
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Figure 22: - Summary performance comparison using cosine similarity

Using cosine similarity, Figure 22 compares three different methods (tr_vs_hr, Isi_vs_hr,
tf_idf_vs_hr) across three different extraction rates. In the x-axis, the extraction rate is
represented by the percentage of text extracted (20%, 30%, 40%). On the other hand, the y-
axis represents the similarity score using cosine similarity. In contrast, the lines indicate the

cosine similarity at 20%, 30%, and 40% extraction rates.
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In the tr_vs_hr graph (blue line): At a 20% extraction rate, the similarity score is around
65.0, and at a 40% extraction rate it's around 75.0. As illustrated by the orange line, the
similarity score in Isi_vs_hr increases from 75.0 with a 20% extraction rate to 85.0 with a
40% extraction rate. In tf_idf_vs_hr (gray line), the similarity score starts around 74.5 at a

20% extraction rate and increases to about 84.5 at a 40% extraction rate.

4.9 Discussion of results

The purpose of this research was to design and implement an extractive text summarization
system for Awgni news documents. The data sources were the Cherbewa (‘ECN.9P)
newspaper, which was downloaded from the Amhara Media Corporation, as well as hard
copies obtained from a shop and library. A total of 213 documents were collected. experts
were involved in providing reference summaries equivalent to the source documents. Three
different extraction rates were used to generate summaries - 20%, 30%, and 40% of the
original text length. The rationale for these specific extraction rates is that a summary should
generally not exceed one-third of the source document length, as various factors need to be
considered when determining the ideal summary length, such as the purpose of the
summarization, the complexity and length of the original text, and the desired level of detail
in the summary.

ROUGE (Recall Oriented Understudy for Gisting Evaluation) metrics having precision,
recall, and f1-score were used to evaluate the performance of the summary. In addition, a
cosine similarity score was also involved.

Our study found that there is a positive correlation between the extraction rate and
performance score. Here a correlation indicates a word usage to indicate as the extraction
rate increases the performance evaluation score also increases. For each technique (LSA,
TR, and TF-IDF) that has been used in our experiment, there is a significant decrease in

performance score at the extraction rate of 20% and 30% as we move from rouge-1 to rouge-
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L. This is because how the size of a sentence has an effect as we go from rouge-1 (unigrams)
and rouge-2 (bi-grams) except for rouge-L.

In this study, a summary comparison was made of different extractive summarization
techniques to show which technique outperformed the other. A summary generated via LSA
surpasses a summary generated via TR and TF-IDF. Through the use of singular value
decomposition (SVD), LSA reduces the dimensionality of a term-document matrix. In this
way, the latent semantic structure of a text can be captured, which means words and
sentences that share a semantic connection but do not share explicit terms can be identified
and grouped.

In summary, the rouge performance evaluation of all the figures in Figure 21 above
shows that the summary generated by the LSA summarization technique increasing the
extraction rate from 20% to 40% consistently improves the F1 scores. Additionally, in all
extraction rates, Isi_vs_hr (orange line) consistently shows the highest similarity scores. The
tf_idf_vs_hr (gray line) also performs well, trailing slightly behind Isi_vs_hr, but Tr_vs_hr
(blue line) exhibits the lowest similarity scores but increases steadily with the extraction

rate.

4.10 An extractive summarization system prototype

Extractive summarization is a type of natural language processing (NLP) technique used to
extract sentences, phrases, or key points directly from a given text to create a summary of
it. The goal is to produce a concise version of the text containing the most important
information and main ideas. To ensure the practical real-world application of an extractive
summarization we develop an interactive system. Figure 23, below shows an overall

extractive summarization systems user interface.
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@ Extractive Text Summarization System.

Text Document to summarize
Open text document Extraction rate in(%)™ Summarize
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Summarized Text Document

Summarized text...

Reference Text Document

Open reference text summary

Metrics Report

Rouge report Cosine report

Figure 23: - An extractive summarization system prototype image

The system has different functionalities; at the beginning, the user has to load a text
document that has been written in the Awngi language. Then, instantly, the document
appears inside the textbox. After that, select the summary size or extraction rate (20%, 30%,
or 40%) based on the preference of the user. The following Figure 24 shows how to load an

Awngi text document and select the extraction rate (20%) as an example. While doing so,

the user can clear the loaded text files to reload another text document.
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0 Extractive Text Summarization System, - X

Text Document to summarize Reference Text Document

Open text document 20% ‘ Summarize Open reference text summary

N/&C 855 ARD* ACVE OIL4 TICN AT Heamgh, AT L0k TG

The ML F PN BRI RSP AR CILLH ATIA DA AQad oo &TRE,
N Al AT 81980 607 Wi Add o Ngde A297F NFFTR G200 AR AR
LSO PP AT LITVHE Al TEEE hdllC b A1 1A HODs hd
2 FrOOFL AR ATHE FULE APPTASE ATTRN BTN AQAFNENT BTARN B
QTR AL6T0F TFRP KATAET TN AT A P3FTh AL §hA hhehia-q AT
Fhee, @44 Tae shFin hIPNeT Kb hrE Fha 0907 ALT Tac A%h

nA £ s b0 hiudebs ATT A%k MILe Q@ F6TY, nh%0 £°hS Mzl A
NARh RN TP Haomg OCACT AN ANNT 0L7IChA A2 TR 2% h
QA TLEILA, 178 e PLENA APATE: £9°h: I @1g Ad Bhihe BHhA

Summarized Text Document Metrics Report

Rouge report Cosine report

Figure 24: - An image for loading text documents and extraction rate selection

After loading the text document and selecting an appropriate extraction rate the user can
click the summarize button, and immediately the summarized text appears inside the
summarized textbox at the bottom left corner as indicated in Figure 25 below. In parallel
with the summarized text document, there are buttons for copying, cutting, and clearing to

make the system interactive and ease of access.
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# Extractive Text Summarization System. — x

Text Document to summarize Reference Text Document

Open text document 20% v Summarize ‘ Clear Open reference text summary

0/4C /A5 ABO: ATIE TILE TULCH ATFITT PG A, TLETA &Lk TR 1
e WIS TN BAFLA LTFR APk TILEH ATTA LA AB@-A TN ST
0 Alk A¥0e. £191%0 407 hTh Ad Ta-d 0ede 43979 WPFTH SLAT AE AT
LD PN, AT &BTTE AdS TEENE MG AP A0 T80 tham-pt ha
& Fr@OF AR ACTE LG AIPTASE AR BAadin AnAFhgnT ieTa%in rra
AR ATATNS TP AATEAR eT0 ATTA A TBFTh Wbk §7he hisddoa hy
Ehd @104a Tac shtan bP0eT San hrk Fha 297977 AT Fac a®n

nA £Tz sh/hfit Atk AYL A%TE TI0LE AR@- BOHL HH%A £97S (baafte A
AaFh CLERA P Heomg NCACT AGA ANOE SANLTIChA AF LFTI1A 7971 D
Al TLENA, 1ES Hhth Poehe aFaFis £7°hs ha @oie Aad khzh Tbha

Summarized Text Document Metrics Report

0/4C &35 K@~ AT TG THLCA ATRITT HeomgA, TLATA 420vR TIATh HTh ORI FT RN Rouge report  Cosine report
FATLA BAFRR a0k TILET ATLA A ABT 10 STR&N Al A¥é. 2% 407 i Add

T4 0ede A2997 NEFTR AR AR ATTE T FhiA, KT L3977k Al TEERE RLOC AR

{100 BAS 0D

2o hA @-73e At -Ehile TH0 LA TLART 040 ACSE 2P A%k 796 h1dTd Ale oo A

1k 50T 0k AYBLE NeBTVATE YR ATVTARE AT hFE AGhN h1ATRh PALZA L& ATTTA

PILCA Al ATS ATRRGG 9490 Aete BLChrs BrRE hrkh, Re-g -£PA GTUR §h AFER L35 A

P ATPE TG OHLE L2877 AT AT KIERGS hrHih Agash & ASh YT

Figure 25: - Sample Summarized text at 20% extraction rate

For the remaining extraction rates (30% and 40%) the user can select iteratively until the
last extraction rate which is (40%) based on his or her preference and summarize. Finally,
the user can see the performance report of the machine-generated summary with an
equivalent human reference summary. The report includes two performance evaluation
metrics the ROUGE (Recall-Oriented Understudy for Gisting Evaluation) analysis and
cosine similarity. Thereby, the user should have to select an equivalent human reference
summary. The following Figure 26 illustrates the whole system beginning from loading a

text document to the summary report.
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§ Extractive Text Summarization System. — x

Text Document to summarize Reference Text Document

Open text document 40% Summarize Open reference text summary

Ao P¥IE 28077 N L0 Al BReBE 00 AFFAO MR ANCL-TH
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Summarized Text Document Metrics Report
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TRkt Rouge metrics:
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3 oo s

Figure 26: - Performance evaluation using Rouge analysis

Finally, the results show both evaluation metrics Rouge and cosine similarity, each rouge
values indicate the matching unigrams in the case of Rouge-1, bigram in the case of Rouge-
2, and the longest match of tokens or words in the case of Rouge-L. where the cosine
similarity indicates the angle between the machine-generated summary and the human
reference summary. The lowest the angle the highest the similarity and the highest the angle

the lowest similarity.
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CHAPTER FIVE

5. CONCLUSION AND RECOMMENDATION

5.1 Conclusion

In conclusion, this research work investigated an extractive text summarization system. The
process of extracting delineating sentences or paragraphs from an original document and
integrating them into a smaller document. For the sake of model development, a total of 213
carefully selected documents were collected from the Amhara Media Corporation and
a hard copy of cherbewa (‘£c0.®) newspapers from a shop and library.

The purpose of this study was to compare the effectiveness of three extractive text
summarizing techniques: LSA (Latent Semantic Analysis), TR (Text Rank), and Term-
frequency inverse document frequency (TF-IDF). Our key findings include summarizing
Awngi text documents and comparing the results of the summary using performance
evaluation techniques such as ROUGE and Cosine similarity metrics. The results indicate
that summarization using Latent Semantic Analysis (LSA) outperforms summary generated
via Text Rank and TF-IDF, achieving an Fl-score of 43.1% for ROUGE-1; an F1-score
45.3% for ROUGE-2; and an F1-score 59.0% for ROUGE-L at the extraction rate of 40%
(RQL).

We assessed the quality of summaries produced at extraction rates of 20%, 30%, and
40% of the original document length through a series of experiments, comparing the
summaries to a summary produced by human summarizers. Our analysis of the results
shows that the best extraction rate for Awngi news documents is 40%; summaries produced
at this extraction level were consistently rated as maintaining the essential information and
important details of the source text while being concise enough for readers to easily

understand (RQ2).
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A collection of 213 thoroughly chosen documents was obtained from Amhara Media
Corporation, together with physical copies of cherbewa (‘EC0.®) newspapers from a shop
and library. Tokenize text documents into sentences, sentences into words then remove stop
words, punctuation, an other irrelevant content. Then normalization was made to handle
Awngi character encoding. TF-IDF (Term Frequency Inverse Document Frequency) was
applied to identify relevant features for extractive summarization of Awngi news
documents. A model was developed with a technique having a high performance rate among
those compared technigues which was (LSA). A standalone application system was made
using python programming language specifically Tkinter module to design a user friendly
user interface (RQ3).

We embarked on a thorough evaluation of our text summarization system's performance
by contrasting the generated summaries with high-quality human-crafted reference
summaries. In order to do this, we first assembled a panel of subject matter experts to
produce reference summaries for each source document in our collection of Awngi news
documents. We then statistically evaluated how well the produced summaries matched the
reference summaries using a variety of automated assessment criteria, such as cosine
similarity and ROUGE (RQ4).

Overall, our research shows that an extractive text summarization is feasible for Awngi
text documents. So, the effective development of clear and convincing summaries is largely
attributed to the combination of a carefully chosen dataset, specific preprocessing methods,
and a fine-tuned summarizing model.

Finally, the findings of this work have major significance for many applications in the
context of Awngi language content processing, including information retrieval, document
summarization, and content aggregation. The study also has significance for autonomous

text summarizing applications in the real world across a range of sectors, including
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journalism, content creation, and business intelligence. The capacity of the summarization
model to handle massive amounts of text and extract crucial insights can greatly improve

productivity and decision-making procedures.

5.2 Contributions

The major contributions of this paper include the following: -

% Provide a literature (fill knowledge gap) for the low-resource Awngi language.

% Create a practically applicable system (prototype) for an extractive summarization
system with a new design and implementation.

% Create an interactive and easy human reference summary generator system.

% Compare three different extractive text summarization techniques and give an
insight into which technique overperformed the other.

% In addition to rouge performance metrics, we provide a cosine similarity

performance evaluation.

5.3 Recommendations
As a result of this research, an extractive text summarization system has been developed
and evaluated for Awngi news documents that have been successfully implemented.
Comparing the proposed system to current manual summarization approaches demonstrates
the potential for increasing efficiency, reducing time, and reducing costs. The results suggest
that automatic text summarization systems have a promising output, but we would like to
offer the following recommendations to researchers interested in advancing them: -

Our first recommendation is to incorporate more sophisticated natural language
processing techniques, including semantic analysis and discourse modeling, to make

generated summaries even more cohesive and informative. Currently, the summary quality
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is largely determined by statistical features, and integrating deeper linguistic analysis could
enhance it.

In addition, we recommend expanding the dataset used for training and evaluation.
Awngi news documents were used in the current study. Expanding the corpus's domain and
genre could make the system more generalizable and applicable to a wide range of text.

Furthermore, the approach that was employed in this study was an extractive
summarization, so integrating or transforming to an abstractive approach is recommended.

Lastly, we have made a comparative analysis using three base techniques (Text rank, TF-
IDF, and Latent Semantic Analysis) including more techniques and testing for
overperformance is also another recommendation. Techniques to recommend include, for
extractive summarization methods; LexRank:- Similar to TextRank, LexRank uses an
eigenvector-based centrality measure to identify important sentences. Additionally,
Centroid-based summarization:- This method selects sentences that are most central to the
document's topic.

These techniques are recommended based on the following reasons: Expanding the
comparative analysis to include more state-of-the-art techniques (e.g., LexRank, Centroid-
based), can provide a more comprehensive understanding of the relative strengths and
weaknesses of different approaches by utilizing more current techniques. Moreover, the
evaluation of overperformance is crucial, for some techniques might perform well on a

specific dataset, but do not generalize well to different datasets.
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APPENDICES

APPENDICES A: - SAMPLE DOCUMENT CONVERSION FROM IMAGE TO TEXT

USING GOOGLE SHEET

VHEo0 3 &ht ALA LA ATaGD-
AHAOA. BOLOLGCAN AA SChTee- oD
®-A817, AT (L7018 AHA Qe (LAIPA
A7 040 ATLzZA hceTh ATThA
Vo0 &k 10é A8 TMOT::
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APPENDICES B: - STOP WORDS LIST

Table 25: - List of stop words

A7 2w hTE, ATE(
L hrt ArPE( -
1. I8 A0 £
ATrh Phe et Al ¥/
AlL A4 4 A4
A0 nAa AP A0
2,780 o
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APPENDICES C: - MANUAL SUMMARY PREPARATION GUIDELINE

BAHIR DAR UNIVERSITY
BAHIR DAR INSTITUTE OF TECHNOLOGY
FACULTY OF COMPUTING

Program: -MSc in Computer Science
TITLE: - DESIGN AND IMPLEMENTATION OF AN EXTRACTIVE TEXT
SUMMARIZATION SYSTEM FOR AWNGI (4@°%) NEWS DOCUMENTS

Summary request:

The aim of this study is to design and implement an extractive text summarization
system for Awngi (A@-Z) news documents. In the age of the digital world, we are
constantly bombarded by vast amounts of information overload. As a result,
summarization plays a significant role in navigating through this information
overload by condensing lengthy texts, articles, or documents into concise summaries.
Through it, we can quickly grasp the main points and key information without having
to read or process the entire text in its entirety. Although automatic (machine-
generated) summaries are invaluable in condensing large amounts of text in a fraction
of the time, they need equivalent human-annotated reference summaries to evaluate
the performance of machine-generated summaries. So, we kindly request your

expertise in ranking the given Awngi news documents.

To do so, we have prepared an interactive system to facilitate the work and reduce
the total amount of time taken. The system has a user interface with four
functionalities. The first functionality allows the expert to select a source document
in the form of a drop-down menu. While selecting the source document the sentences

in the document are displayed with a checkbox to select (the second functionality).
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Before selecting any of the sentences please select an extraction rate (20%) which is
the third functionality. Then select a checkbox having a sentence considering
informativeness, non-redundancy, coverage, and coherence. Finally, click the save
button after reaching the maximum extraction rate (it will automatically disable the
checkboxes). This process will proceed until a 40% extraction rate.

1. Informativeness:

A summary's informativeness is determined by the extent to which it captures all of
the important ideas, main points, and details from the source text.

2. Non-redundant:

A non-redundant summary avoids duplication of information or unnecessary
repetition of material. It presents the essential content of the original text without
repeating it.

3. Coverage:

Coverage describes how well a summary includes all the critical information
described in the original text. It should cover all the key points, key details, and
essential aspects of its source material.

4. Coherence:

A coherent summary provides readers with a clear understanding of the narrative or

argument through logical flow, organization, and smooth progression of ideas.
Kind regards,

Muluken Tilahun
May 21, 2015 E.C
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