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Chapter one Introduction 

1.1. Background 

The process of acquiring information system resources that are relevant to an information demand 

from a collection of such resources is known as information retrieval (IR). Full-text or other 

content-based indexing can be used to conduct searches. The science of searching for information 

in a document, as well as searching for documents and metadata, is known as information retrieval.  

An Information Retrieval (IR) model chooses and ranks the material that the user needs or has 

requested in the form of a query. Because the documents and queries are represented similarly, 

document ranking and selection may be formalized using a matching function that provides a 

retrieval status value (RSV) for each document in the collection. Currently users want a question 

answering (QA) system that is more efficient than the usual search engine, but at the same time a 

flexible, robust, and not fussy, just like Google.  

The task of retrieving the answer from the retrieved documents falls straightforwardly upon the 

user, and it becomes analysis challenge on the user. For such a situation, question answering 

systems are a good solution in dealing with this challenge (Saini & Yadav, 2017) . QA is a 

mechanism that returns short answers to a query expressed in a human language. The responses 

for the query are retrieved from web documents on the international connection or from local 

intranet collection. Question answering aims to return short text to the user question rather than a 

list of documents. The system accepts the natural language question in text format rather than a set 

of keywords (Medhanit, 2019). A question answering system implementation usually a Chabot 

can construct an answer when put up with a query. One of the earliest and most successful 

implementations of the Chabot has been ALICE Bot. 

�³�4�$��has required more complex natural language processing (NLP) techniques than other 

types of information retrieval such as document summarization, document retrieval, and it is 

sometimes regarded as the next step beyond search engines (Qinglin et al., 2007)�´�� 

In contrast to the information retrieval system (Woods, 1973), QA system queries are usually well-

formed natural language query clauses (instead of a set of keywords), and the identified answers 

should be textual fragments that represent the answer (instead of the whole documents containing 

the exact answer). Finally, the QA system should return the short answer to the user.  
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Factoid questions are question types that require factual answers such as location, name, and time. 

Factoid questions usually carry some information about the type of the answer. A factoid question 

has exactly one correct answer that can be extracted from short text segments (N. P. & I., 2013) . 

Answering factoid questions is much simpler than the other categories. 

In an information retrieval (IR)system (search engines), a user can ask natural language questions 

then the IR systems take up keywords from users question and deploy some intelligent search 

mechanisms on a document collection to get back to the user with a ranked list of documents rather 

than an exact answer. However, the user still has to go through the documents to find out the 

answer to his or her query, and here there is a challenge capable of obtaining a relevant and concise 

answer. For such a situation, Question Answering systems are a good solution in dealing with this 

challenge (Saini & Yadav, 2017) .  

Question answering system passes through different phases. BASEBALL and LUNAR were the 

two basic QAS type developed in the 1960s. Over the course of a year, BASEBALL addressed 

questions about the Major League Baseball in the United States. LUNAR, also answered user 

questions about the geological analysis of rocks returned by the Apollo moon missions. Both of 

these current QA-type tools performed admirably in their respective domains of user questioning. 

In 1971, LUNAR was exhibited at a lunar science agreement, and it was able to answer 90% of 

user inquiries in its area presented by people who had not been taught on the system. The 

characteristics of both these existing systems were that they had existing knowledge or existing 

corpus system that was hand-written by the domain experts  (Qinglin et al., 2007). (Weizenbaum, 

1966) created the ELIZA computer software, a question-answering system, in 1965 to understand 

how to communicate between humans and machines using natural languages. 

�$�V���O�R�Q�J���D�V���W�K�H���U�H�V�H�D�U�F�K�H�U�¶�V���N�Q�Rwledge, there is no works with �*�H�¶�H�] question answering system. 

Those existing works do not fit to answer the �*�H�¶�H�] question due to the variation of the �*�H�¶�H�] 

language in various ways. And hence, we would like to propose that concerns �*�H�¶�H�] factoid 

question answering system. �*�H�¶�H�] is an ancient Semitic language with a script that originated 

around the 5th century BC. It is mostly used in the Ethiopian Orthodox Tewahedo church and uses 

�W�K�H�� �µ�$�E�X�J�L�G�D�
�� �Z�U�L�W�L�Q�J�� �V�\�V�W�H�P���� �<�R�X�� �F�D�Q�� �F�R�Q�Y�H�Ut any Western/Arabic number to �*�H�¶�H�] with this 

tool; alternatively, you can look at pre-converted �*�H�¶�H�] numbers on this page. �*�H�¶�H�] is one of the 

languages of Ethiopia used as a liturgical language of the Ethiopian Tewahdo church.  



3 
 

1.2. Motivation  
We are always on the lookout for new information. There is, however, a distinction between 

information and understanding. Information retrieval, also known as web search, has progressed 

to the point where we can get important information at our fingertips. Question answering is a type 

of information retrieval that focuses on knowledge. When we search for information we are 

interested in getting specific answers to queries rather than information. Question answering is in 

itself intersection of natural language processing, information retrieval, machine learning, 

knowledge representation, logic and inference, semantic search.  It provides a nice platform to 

del�Y�H���L�Q�W�R���D�O�P�R�V�W���D�O�O���R�I���$�,�����,�I���D���V�W�D�W�H�P�H�Q�W���L�V���P�D�G�H���W�K�D�W���³�4�X�H�V�W�L�R�Q���D�Q�V�Z�H�U�L�Q�J���L�V���W�K�H���X�O�W�L�P�D�W�H���$�,�´����

the statement will be univocally accepted. Question answering systems are required in all fields, 

including medical science, student learning systems, and personal assistants. It is a requirement in 

any situation where we need computer assistance. It's worthwhile to investigate the fascinating 

area of question answering (ION & MITI TELU, 2010). 

Furthermore, most artificial intelligence and natural language processing issues can be treated as 

question-answering issues. The task of text summarization, for example, can be characterized as a 

question-answering task in the sense that if a user asks the system, "What is the summary of the 

text?" the system can respond by delivering the relevant summary. We aim to design a system that 

can be used to solve most of the machine learning problems. This serves as motivation to analyze 

research and improve all the solutions that have been proposed so far. 

1.3. Statement of the problem 

The current search engines return the related or irrelevant links or document lists to the search 

keywords, and the user must look into the documents to find the content they need after looking at 

several returned documents for a longer time (Qinglin et al., 2007). However, users may not prefer 

to read a whole document while they need specific or a lot of information in that document because 

they aspire to use their time effectively and sufficiently and there may be many questions that need 

short and precise answers in real life. To overcome this faced problem we need systems that allow 

a user to ask a question in his language and receive an answer quickly and sufficiently with a 

paragraph to validate the responses (Seid, 2009). Thus, the users of �*�H�¶�H�] language need systems 

that allow them to ask a question in their language and receive an answer quickly and briefly, with 
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concise context to validate the answer (Desalegn, 2013). This leads us for designing a �*�H�¶�H�] 

question answering system as an alternative solution urgently for �*�H�¶�H�] language users. 

Besides, due to the great variation of the �*�H�¶�H�] language with other languages like Amharic, 

Tigrigna, and English, it seems difficult to directly use the existing QA systems. Such as, the 

variation of �*�H�¶�H�] language in grammar structure i.e. SVO or VSO or OVS structure is possible 

in �*�H�¶�H�] whereas it is impossible in Amharic which follows the SOV agreement, in English which 

follows SOV agreement. Similarly, �*�H�¶�H�] writing has some phonetic redundancies like ��, ��, �� , �� , 

�{, ��, �', �3, �# having a different meaning in the bible and the dictionary. 

�*�H�Q�H�U�D�O�O�\���� �D�V���O�R�Q�J���D�V���W�K�H���U�H�V�H�D�U�F�K�H�U�¶�V���N�Q�R�Z�O�H�G�J�H��no study has been conducted in �*�H�¶�H�] factoid 

question answering system for satisfying of problems by designing and developing simple and 

factoid question answering (QA) system technology for the �*�H�¶�H�] language by integrating. 

1.3.1. Research questions 

To address the above-mentioned problems the following research questions were raised. 

-  What type of neural network algorithm is suitable for GFQA?  

-  How to retrieve answers to the given Question?  

-  What is the general architecture of the GFQA system for factoid questions? 

1.3. Objective of the study 

1.3.1. General objective 

The general objective of this study is to design a deep learning-based GFQA model.  

1.3.2. Specific objective 

To fulfill the general objective, we have the following specific objectives. 

-  Review pieces of literature on factoid question answering. 

-  Preparing �*�H�¶�H�] document corpus or dataset. 

-  To develop a prototype of the �*�H�¶�H�] FQA system 

-  To detect question type and answer type relations. 

-  To design a general architecture for �*�H�¶�H�] factoid question answering. 

-  To evaluate the performance of the GFQAS. 
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1.4. Scope and limitation of the research 
In regarding the scope of the research, this question answering system has been designed for �*�H�¶�H�] 

language. The focus of this study is on factoid question and answering systems for �*�H�¶�H�] language. 

The type of question to be addressed are factoid type question only i.e. �³���ˆ /w ho/ � ,́ �³���Ú�É/when/ � ,́ 

�³�—�Ú�o/where/ �´�� �³�œ�8�3�Œ�l/how many/ � .́ 

The following are some of the problems that face my study. 

�9 Collecting possible question and answers 

�9 To the lack of standard corpus for experimenting with GFQA 

As a solution #hardly working by 

�9 Discussing with Scholars of the domain and taking a lesson with their student 

�9 Preparing the Question and answer pair  

�9 Reading blogs like Awedetinat the �*�H�¶�H�], �*�H�¶�H�] online,mkidusan.org 

�9 Following �*�H�¶�H�] tutorial through youtube especially �*�H�¶�H�] online, Mahiber 

Kidusan TV, and Awdetinat. 

1.5. Significant of the study 

Any question answering system aims to provide quick, correct, and complete answers to the user 

by gathering candidate answer-bearing documents from the web or local corpus (Eshetu, 2013). 

The research had a great contribution in providing the correct answer to the user and saves a 

substantial amount of time instead of using the search engine and finding different documents from 

the search engine results that satisfy the user's query. It will help followers of the Orthodox Church 

and different researchers who are interested to do on �*�H�¶�H�] language. The system can also be 

customized to serve as a help desk for users seeking to get service from a certain company by 

�V�L�P�S�O�\���Q�D�U�U�R�Z�L�Q�J���G�R�Z�Q���W�K�H���V�H�D�U�F�K���V�S�D�F�H���L�Q�W�R���W�K�H���F�R�P�S�D�Q�\�¶�V���Z�H�E�V�L�W�H���G�H�V�L�J�Q�H�G���I�R�U���Verving as help 

for end-users. 

Generally the advantage of the system in short, 

- Increased relevancy  

- Higher in performance /speed/ by providing precise answers 
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- Higher accuracy and recall measures 

- Increasing user-system interaction i.e. the increases the usability of the system. 

- Satisfying the needs of high momentum of researchers in the Ethiopian Orthodox Church 

by providing direct answers.  

The advantage of the usage of deep learning is that it could convert all text spans, including 

documents, questions, and potential answers into vector �H�P�E�H�G�G�L�Q�J�¶�V. As a result, all texts 

could be handled in a unified semantic space. 

1.6. Methodology 

This research has been done by following the methodology of a design science approach which 

involves a strict process to design artifacts to solve observed problems, to evaluate the designs, 

make research contributions, and communicate the results to the appropriate audiences 

(Kuechler& Vai shnavi, 2008). In this research, we investigated a deep learning approach to �*�H�¶�H�] 

question answering. The advantage of a deep learning approach is that it is more adaptable, robust, 

flexible, and maintainable. The computer can be trained with a large amount of training set and 

learn how to identify question types and expected answer types. 

This research targets developing and designing �*�H�¶�H�] factoid question answering systems by using 

a machine learning approach. The literature review, data sources, implementation tools and 

techniques, testing, and evaluation mechanism of this research are discussed below. 

1.6.1. Data source and collection techniques 

The necessary data or documents for this research were collected from EOTC resources i.e. the 

domain experts (especially Memir Kenmos who is a student of Kene and holy book from st. 

Geberil church), New Testament, Akismaros, Dersan Mickael, and different documents written by 

researchers. The data collection methodology includes primary and secondary sources such as 

interviewing and Document searching. 

1.6.2. Implementation tools and techniques 

For the development of the model prototype for this study, the python programming language is 

used because the researcher is familiar with this particular language during the natural language 

processing course. Additionally, it is easily available as well as it has a lot of tools and techniques 

to handle natural language-related tasks. For the script development purpose, we have used python 
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as a programming tool and anaconda editors. For the question type classification purpose, we select 

the Tensorflow Keras package, NumPy, word2Vec embedding, and python version3.7 with 

anaconda editor. For the document retrieval purpose, we use the above packages for searching and 

indexing engine, which is python compatible and it is an open-source tool. For the answer 

extraction also, we use the deep learning approach. 

1.6.3. Testing and evaluation techniques 

The final prototype of the research-tested and evaluated using different metrics like precision, 

recall, and F-score evaluation metrics. 

1.7. Organization of the study 

The content of this thesis has organized by different chapters. The first chapter has talked about 

the background of the study and the statement of the problem that leads to this study. Also, the 

goal of the study, significance, scope, and limitations, and methodologies used in the study are 

presented. The second chapter of the study introduces the literature review on question answering. 

This chapter discusses the overview of QA, types of QA, the approaches and components of QA. 

Besides, it covers related works from a local and global level.  

The third chapter presents the �*�H�¶�H�] language. Formation of questions in �*�H�¶�H�], construction of 

sentences, and the punctuation marks used in �*�H�¶�H�] are included in the chapter. In the fourth 

chapter, we present the methodology and design that we used in this study. The steps followed in 

design science are discussed following our study including the system architecture and 

components used in designing QA using factual questions. The fifth chapter, which is the 

experiment and evaluation, describes the experiments we performed and the results found using 

the evaluation techniques. Finally, the last chapter is about the conclusion we made after the 

findings of the experiments and recommendations that we suggested to other researchers. 
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Chapter two Literature review  
This chapter mainly discusses information retrieval, related question-answering factoid type, 

techniques and strategies to be used in any question-answering in general and �*�H�¶�H�] question-

answering in particular. The chapter also reviews the previous works done in the factoid question 

QA system. 

2.1. Information retrieval 

It is the process of choosing from a list of information resources that are important to a particular 

information need. Information retrieval is the science of searching for information within a 

document, searching for documents themselves, and searching for metadata that identifies data and 

databases of texts, images, or sounds (Soricut & Brill, 2006) .  

The retrieval process of documents begins when a user enters a query into the system. Queries are 

structured declarations of information needs. A query does not uniquely classify a particular item 

during the retrieval of documents. Rather, some objects can make a similarity with the query, 

having different similarities or relevancy. An object is an entity that is represented by information 

in an information collection or database. In contrast to traditional database SQL queries, the results 

returned in information retrieval can or cannot be an exact match to the query, but are instead 

retrieved in a ranked order. A fundamental distinction between information retrieval and database 

retrieval is the returning ranking of results. If we query a term even a simple dot in search engine 

a lot of links will be returned but not in case of database which displays that satisfies the condition 

given by the user.  

A Boolean model or a vector model is the most popular method for retrieving information. Since 

the Boolean model is binary, it will immediately exclude documents whose index terms 

(keywords) do not qualify the Boolean phrase. Let ti be index terms in the following Boolean 

�H�[�S�U�H�V�V�L�R�Q�����T��� ���W�����í��(t2 / t3). For the query q to be true index term t1 is required, and either t2 or 

t3 needs to be present as index terms for the document. This works well when controlling exactly 

what document subset is returned. Many of the existing search engines use the Boolean model. 

The drawback of the Boolean model in NLP tasks like question answering is that index terms can 

only give an option of Boolean weights i.e either 1 or 0. This means that with too restrictive 

expressions no documents will qualify. On the other hand, a very general expression will result in 
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too many documents being returned. A more popular model that allows for non-binary weights is 

the vector space model (VSM). In this model, the terms of the query are given weights and so are 

terms within documents. 

These term weights are represented by two n-dimensional vectors, one vector d for the document, 

and one vector q for the query. A document relevancy number can be calculated by taking the 

cosine angle between these two vectors. This is done by taking the vector dot product divided by 

the vector cross product. 

 

2.2. Type of question answering system 

The question answering (QA) system is targeted to automatically answer a query given by the user 

in their natural language. Different open-source datasets have been uploaded to help researchers 

in question answering, such as the Stanford question answering dataset (SQuAD) (Zhang et al., 

2015), and google quest Q&A labeling  (kaggle.com), Insurance QA(Lei Yu et al., 2015). 

Question answering is currently a research area that brings together by combining from three 

different areas i.e. information retrieval (IR), information extraction (IE), and natural language 

processing (NLP). IR Question answering uses a database or a collection of natural language 

materials to automatically respond to a question submitted in natural language. It returns as an 

answer only the requested information in contrast to existing search engines that refer to full 

documents retrieval (Mahlet, 2020). 

Returning the exact fragment of requested information even for a simple query requires large and 

expensive resources with the excessive information growth in the web. Additionally, developing 

exact systems gains more importance due to available databases and the continuous demand to 

access information rapidly and efficiently (Medhanit, 2019). 

ELIZA, founded in 1964, was one of the first quality assurance programs. DOCTOR, a computer 

program that communicated with users via a text chat interface, answering questions and reacting 



10 
 

to the users' dialog in a way that mimicked client-centered psychotherapy between a client (the 

user) and their therapist, was one of the most popular ELIZA applications. 

QA is useful for finding answer�V���W�R���X�V�H�U�V�¶���T�X�H�V�W�L�R�Q�V���L�Q���G�L�I�I�H�U�H�Q�W text collections and databases. 

(Saini & Yadav , 2017) Existing QA systems employ a method in which questions are evaluated to 

determine the expected answer type; passage or sentence retrieval is used to extract the most 

relevant text fragments from a large text collection; and various NLP techniques are used to rank 

phrases within the retrieved text that may answer the user query and match the expected answer 

type. Another method searches the corpus beforehand for answers to FAQ (frequently asked 

question) types. It requires relation extraction patterns are developed either manually or 

automatically for retrieval of tuples of pairs by selecting a particular relationship from the set of 

documents. 

Question answering (QA) is commonly defined as either a type of information retrieval (IR QA) 

or a subfield of natural language processing (NLPQA) or knowledge base (KBQA) (Desalegn, 

2013). IRQA uses a search engine to locate response passages, which are then filtered or re-ranked. 

NLPQA uses various linguistic intuitions and machine learning techniques to extract solution 

fragments from retrieved snippets. KBQA looks for answers in a structured data source rather than 

unstructured text (a knowledge base). 

In short, the QA system is different from standard search engines by the following 

Table 1QA system versus search engine 

QA System Search Engine 

Query in natural language(Question) Queries based on keywords 

Present answers to users Users find exact answers from retrieved 

documents/results/ 

Some natural language(NL) process used to 

determine results such as  

- Named entity(known terms) recognition 

- POS tagger 

Mostly keywords and ranking to retrieve 

results 

(Eshetu, 2013)QA research tries to deal with different question types including:  

�9 Factoid, List 
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�9 Definition and 

�9 Interactive questions.  

Factoid question answering systems are the simplest and return their answers based on 

named entities. Three types of entities are distinguished to be recognized and categorized 

(Wang et al., 2008): 

�™ ENAMEX: It is one of entity class used to differentiate and group names and a list of 

acronyms. Some of the classes categorized in this case are the following: 

o Organization: which includes governmental or non-governmental organizations. 

o  Person: This includes a list of person names. 

o Location: which includes the name of politically or geographically limited location  

�™ TIMEX: this includes identifying and categorizing time-related information. The classes 

considered in this subtask are:  

o Date: which includes complete or partial date-related expressions or information. 

o Time: which includes a time of a day, a week, a month, and a year. 

�™ NUMEX: this includes identifying and categorizing numeric related expressions like 

money, percentage. Some of the classes include the following. 

o Money: monetary expression  

o Percent: percentage 

Question answering, on the other hand, has many branches, like retrieval-based quality assurance 

(IRQA), group quality assurance (CQA), question answering over a knowledge base (KBQA), and 

computer comprehension (MC). 

Because QA necessitates more complicated natural language processing techniques than other 

forms of IR, natural language search engines are frequently seen as the next step up from current 

search engines. A closed-domain or open-domain question-answering framework can be used. 

Closed-domain (also known as restricted domain) questions are those that come under a particular 

domain (for example, medical, tourism.) and have small datasets. To answer inquiries about nearly 

anything, open-domain question answering can only rely on general ontologies and world 

knowledge. On the other hand, Open-domain question answering usually has much more data 

available for answer extraction (KIBROM, 2016). The QA system to be designed in this thesis is 

a closed-domain. 
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Many different expressions can distinguish restricted-domain QA from open-domain QA (Eshetu, 

2013). Those expressions may include the size of the data, domain context, and resource usage.  

2.2.1. Open versus closed domain question answering Systems 

Open question answering is a branch of Natural Language Processing research aimed at providing 

a simple and natural interface for human users to access information. It answers nearly all of your 

questions (Denicia-Carral et al., 2006). These systems typically have a lot more data to deal with 

to get the response. Open-domain QA systems that can derive the answer to a user's query directly 

from documents with no restrictions. 

Over the last decade, the workload devoted to designing restricted-domain QA systems has been 

dwarfed by open-domain QA science. This major difference in emphasis can be attributed to some 

factors. The advent of the internet is one of the key reasons for this shift in emphasis. By using the 

internet, billions of indexed documents have become easily accessible through search engines. In 

an open domain QA scheme, these documents act as the key knowledge base. Another valid factor 

is the expanded addressable market that an open domain system offers over a restricted domain 

system. Almost anyone looking for basic factoids will benefit from an open domain scheme. 

(Eshetu, 2013). 

On the other hand, a closed domain question answering system deals with questions in a particular 

domain (for example, tourism or medicine) and can be considered a simpler activity because NLP 

systems can make use of domain-specific information that is often formalized in documents. Since 

both the source (question) and target (answer) languages are natural languages, QA systems can 

be classified by their source (question) and target (answer) languages. Based on these languages, 

QASs are named monolingual (ION & MITITELU, 2010), multilingual or cross-lingual systems. 

Monolingual QAS uses the same source and target languages. Multilingual or cross-lingual 

systems allow users to interact with machines in their language thus providing easier and faster 

information access, but the documents in the corpus are in a different language. Question types 

can also be used to categorize QAS. Different question types may require different strategies to 

deal with them. These question types are factoid, list, definitional, description, or a combination 

of them. Factoid QA is the simplest as the answers are named entities such as locations, persons, 

organizations, places. Some factoid QA Systems return short passages as answers while others 
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A rule-based system is used in computer science to store and manipulate knowledge in order to 

understand data in usable way. It's frequently utilized in artificial intelligence research and 

applications. Typically, the term "rule-based system" refers to systems that have rule sets that have 

been handcrafted or curated by humans. Rule-based systems, such as rule-based machine learning, 

are built via automatic rule inference. 

- Machine learning 

Machine learning (ML) is the study of computer algorithms that improve themselves over time as 

a result of experience and data. It is considered to be a component of artificial intelligence. 

Machine learning algorithms create a model based on sample data, referred to as "training data," 

in order to make predictions or judgments without being explicitly programmed. Machine learning 

algorithms are utilized in a wide range of applications, including medicine, email filtering, speech 

recognition, and computer vision, where developing traditional algorithms to do the required tasks 

is difficult or impossible. 

- Linguistic approach 

Linguistics is the study of language as a science. It includes the study and modeling of every 

component of language as well as the analysis of every feature of language. Phonetics, phonology, 

morphology, syntax, semantics, and pragmatics are all traditional disciplines of language analysis. 

Each of these domains approximately corresponds to linguistic events in humans. 

Deep neural network 

Before the advent of neural networks, problems in the field of Natural Language Processing were 

solved using traditional techniques like Information Retrieval (IR), Information Extraction (IE), 

Stemming, Lemmatization, Part-of-Speech (POS) Tagging, and Named Entity Recognition (NER) 

(Peng et al., 2021). 

�7�K�H���W�H�U�P���³�G�H�H�S�´���X�V�X�D�O�O�\���U�H�I�Hrs to the number of hidden layers in the neural network. Traditional 

neural networks have only a few hidden layers, whereas deep neural networks can have up to 150. 

Different sizes of hidden layers exist between input and output layers in a deep neural network 

(DNN). At every layer except the input layer, each unit of a hidden layer can be computed as the 

sum of the weighted unit from the layer which previously exists. To apply to the input of a unit, 
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 Figure 2How RNN works  

�7�K�H���R�X�W�S�X�W���µ�<�¶���L�V���G�H�U�L�Y�H�G���I�U�R�P���W�K�H���L�Q�S�X�W���V�H�T�X�H�Q�F�H���µ�;�¶���E�\���D�S�S�O�\�L�Q�J���K�L�G�G�H�Q���I�X�Q�F�W�L�R�Q�V�����(�D�F�K���R�X�W�S�X�W��

�µis �L�V�� �W�K�H�� �V�H�W���I�X�Q�F�W�L�R�Q�� �U�H�V�X�O�W���R�I�� �µ�[�L�¶�� �D�Q�G�� �K�L�G�G�H�Q�� �V�W�D�W�H��h (i-1). The amount of context that can be 

retrieved in ordinary RNN systems is limited. The Long Short Term Memory (LSTM) design has 

proven to be the most successful so far (Tan et al., 2015). Simple RNN has only input and output 

gates and Long Short-Term Memory (LSTM) which has a forget gate in addition to input and 

output gates, and gated recurrent unit (GRU) with an update and reset gates in addition to all gate 

of LSTM (Gao & Glowacka, 2016). As (H. et al., 2015)�����³�/�6�7�0�V���D�U�H���D���W�\�S�H���R�I RNN, capable of 

learning long-term dependencies. They were introduced by Hochreiter Schmidhuber (1997) and 

were used by researchers for a sequential type of information. LSTMS works very well in the case 

of different problems and is currently used. LSTMs (H. et al., 2015) are important to overcome the 

long-term dependency problem or vanishing gradient problem by remembering contextual 

information for long periods, and able to learn great information. The following figure shows the 

�H�[�D�F�W���D�U�F�K�L�W�H�F�W�X�U�H���R�I���/�6�7�0���Q�H�W�Z�R�U�N�V�´. 

Concepts for BILSTM   

The Bidirectional Long Short-Term Memory (BILSTM) network, which is an expanded variant of 

Long Short-Term Memory, is the other form of recurrent neural network. LSTM and RNN get 

information from the previous or the past context only. However, Bidirectional Long Short-Term 

Memory can get information from past and future information. So BILSTM can handle the 

problem of Recurrent Neural networks and Long Short-Term Memory networks. The data is 

processed from two directions with two separate hidden layers. The output of the current time step 

�L�V���W�K�H�Q���J�H�Q�H�U�D�W�H�G���E�\���F�R�P�E�L�Q�L�Q�J���E�R�W�K���O�D�\�H�U�V�¶���K�L�G�G�H�Q���Y�H�F�W�R�U�V�� The BILSTM neural network process 

input sequence in both directions using two sub-layers which is known as forward and backward 

direction.  

 


