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ABSTRACT 

Construction projects do differ in their construction methods, type of service, geographical 

conditions and other influencing factors. Among those classifications of construction 

projects, a building project is considered the major one. There are so many challenges in the 

execution phase of building projects due to different reasons. Among these challenges, the 

performance problem is the major issue observed in building projects due to the inappropriate 

selection of better tools for performance measurement. The main objective of the study is to 

measure the performance of public building projects in relation with time and cost aspects 

using earned value analysis. This is followed by determining the major contributory causes 

for variations and make recommendations for all construction parties involved in building 

projects to improve performance based on the study's findings. As a case study five ongoing 

public building projects were selected and experts from contractors, consultants, clients, and 

the regulatory body participated. The project's delivery method is design-bid-build. The data 

were analyzed using Microsoft excel. The S- curves clearly indicate the performance of 

building projects in three terms such as: Planned value (PV), Earned value (EV), and Actual 

cost (AC).The results showed that all the selected building projects scored poor time and cost 

performance. Among all building projects, the digital library scored a maximum value of SPI 

and CPI of 0.83 and 0.96; respectively. Conversely, the ICT complex recorded a minimum 

value of SPI and CPI of 0.55 and 0.91; respectively. Bure library project recorded minimum 

value from all projects with SPI of 0.42. From the questionnaire using RII ranking design 

modification, change in quantity and delay in receiving approved design on time are the top 

three major responsible causes by scoring RII of 0.795, 0.773 and 0.753; respectively. With 

all these in the background, it is advised that the owner should set the scope, cost and time of 

the project based on the building type. Those three points should be given the necessary 

attention during the planning phase. The consultant should also deliver approved design 

working document as per schedule. As the top-most overseeing authority, the regulatory body 

should supervise, ensure timely budget release, and sanction permits properly within the 

allotted time frame to expedite its rightful function and enhance the performance of such 

building projects. 

Key Words: Public building projects, Performance measurement, Earned value analysis, 

Causes for variations, SPI, CPI  
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2 

The performance problems cause originated from two main reasons. The first reason is 

unrealistic target setting and/or second originating from the actual construction of 

projects during execution period. The performance of the building will be determined by 

different performance criteria set by the client. Among these criteria, selecting the best 
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3. MATERIALS AND METHOD S 
3.1. Description  of Study Area  

The Gilgel Abay watershed geographically is located in the Northwest part of Ethiopia 

between 10o57' and 11o48' N latitude and 36o44' to 37 o23'E longitude as shown in Figure 

3.1. It is one of the major watersheds drains to Lake Tana. Gilgel Abay alone contributes 

around 60% of the lake's inflow and drains to its southern end (Wosenie et al. 2015). It 

originates from the Gish Abay spring in the Sekela area, which is revered by the locals as 

sacred water and located at an elevation of 2750 meters above sea level (Enku et al. 2014). 

The size of the watershed upstream of the gauging station is about 1664 km2, whereas the 

total drainage area of the watershed is estimated to be 4046 km2 at the outlet river joining 

Lake Tana.  

 
     Figure 3.1 Major River basins and location of the study area 

3.1.1. Climate  

The climate of the study area is mainly affected by the movement of the Inter Tropical 

Convergence Zone, its atmospheric circulation, and topography (Shaka 2008). In terms of 
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(slope 3-8%), rolling to moderately steep (slope 8-30%), and mountains (slope greater than 

30%), according to FAO slope classification, as shown in Figure 3.2. 

 
                  Figure 3.2 Slope map of Gilgel Abay watershed 

3.1.4. Soil Types and Geology  

The regional geology of the Gilgel Abay watershed is dominated by Tertiary volcanic rock 

and Quaternary basalts (Kebede et al.2012). The basement rocks in the Gilgel Abay 

catchment are composed of Precambrian granitic and metamorphic rocks. Its predominance 

of quaternary or volcanic basalt sequence provides the highest-yielding shallow aquifer in 

the Lake Tana basin (Nigate et al. 2016). 

As illustrated in Figure 3.3 watershed is categorized into nine soil classes: Haplic Alisols, 

Eutric Vertisols, Eutric Fluvisols, Eutric Letosols, Lithic Leptosols, Haplic Luvisols, 

Haplic Nitisols, Chromic Luvisols, and Eutric Regosols. The FAO description states that 

Luvisols are fertile soils because of their mixed mineralogy, relatively high mineral 

content, and the presence of weatherable minerals.  
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                Figure 3.3 Soil Map of Gilgel Abay watershed  

   Table 3.1 Spatial distribution of soil types within the watershed 

The study area is dominated by Haplic Luvisols (47.29 %), followed by Haplic Alisols 

(18.56 %), Chromic Luvisols (13.41 %), and Eutric Vertisols (8.99 %). Lithic Leptosols 

SNo Soil Type Area(ha) Percentage Area (%) 

1 Eutric Fluvisols 3854.07 0.96 

2 Haplic Alisols 74725.74 18.56 

3 Eutric Leptosols 125.37 0.03 

4 Lithic Leptosols 30301.02 7.53 

5 Haplic Luvisols 190365.3 47.29 

6 Chromic Luvisols 53966.7 13.41 

7 Haplic Nitisols 9693 2.41 

8 Eutric Regosols 3314.25 0.82 

9 Eutric Vertisols 36203.94 8.99 
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(7.53 %), also. As tabulated in (Table 3.1 and Table 3.2), clay-silty clay, clay, and clay 

loam-to-clay soils are the dominant soil texture groups in the watershed.  

Table 3.2 Major Soil Groups, Texture, and Corresponding Hydrologic Soil Group of Tana 
Basin (source: Daniel 2007) 

Soil Group Soil texture Drainage condition 
Hydrological 

soil group 

Eutric fluvisols Silty clay Moderately well drained B 

Haplic alisols Clay Favorable drainage C 

Eutric leptosols Clay loam to clay Moderately deep to deep C 

Lithic leptosols Loam to clay loam Moderately deep to deep D 

Haplic luvisols Clay to silty clay Well drained B 

Chromic luvisols Clay Moderately well to well B 

Haplic nitisols Silty clay to clay Well drained B 

Eutric regosols Sandy loam to loam Excessively drained A 

Eutric vertisols Clay Imperfectly to poorly drained D 

3.1.5. Population  

Since the last population and housing surveys, the overall population of Ethiopia had 

increased, according to the 2007 census. As an illustration, the 2007 census results show 

that the population of the nation increased by more than 20.8 million between 1994 and 

2007. Similarly, the population of the nation increased by 13.2 million between 1984 and 

1994. 

The total population living around the Lake Tana basin and the surrounding watershed is 

estimated at around two million (Surur 2010). According to CSA (2008), Gilgel Abbay is 

densely populated with an annual growth rate of 2.31 %. This causes various effects on 

resources through deforestation, expansion of residential areas, and agricultural land. The 

economic activity of the population depends on agriculture and cattle breeding activities. 

Field crops like maize and wheat are grown by farmers in the watershed using traditional 

irrigation techniques that draw water from dependable river flow and springs (Abera et al. 

2017). 
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3.2. Data  collection  and Analysis  

3.2.1. Types of Data  and Sources  

For this study, different datasets were collected, including streamflow data, meteorological 

data (rainfall, maximum and minimum temperature, wind speed, sunshine hour, and 

relative humidity), land use, soil map, and DEM. The sources of such data were institutions 

such as the Ministry of Water and Energy, the Abay Basin Authority, the Ethiopian 

National Meteorological Services Agency (NMA), the Amhara Design Supervision and 

Works Enterprise (ADSWE), and different internet websites. 

            Table 3.3 Description of data and associated sources 

Data type  Data description Data sources 

Topographic Map Digital elevation model 

(DEM) 

SRTM (EarthExplorer 

(usgs.gov)) 

Land use Map land use shapefile map 

and legends 

ADSWE, USGS (EarthExplorer 

(usgs.gov)) 

Soil Map Soil shape file map  ADSWE & MoWIE 

Meteorological data Rainfall, max and min 

temperature, relative 

humidity, wind speed, 

and sunshine hour 

National Meteorological 

Services Agency of Ethiopia 

Hydrological data Stream flow MoWIE, Abay Basin Authority,  

3.2.2. Meteorological Data  

In the study area, meteorological stations of different classes have been located and 

collected from the Ethiopian National Meteorological Services Agency (NMA). As per the 

Agency's classification, synoptic stations are where measurements of precipitation, air 

temperature, wind speed, relative humidity, and sunshine hour are taken every three hours. 

These stations are also referred to as "class one" stations. Another group of stations where 

daily measurement of precipitation and air temperature are taken is the class three stations, 

also referred to as "ordinary stations". Additionally, class four stations only record the 

amount of precipitation each day. Daily records of precipitation, maximum and minimum 
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temperatures, relative humidity, wind speed, and sunshine hour for about 31 years (1988-

2018) were collected from the NMA.  

Stations selection criteria based on;  

�¾ Their long-time data availability 

�¾ Their weight of contribution to the study area 

�¾ Class (according to the agency) 

�¾ Continuity of data records  

Before analysis, the data collected from the chosen stations were examined for data quality 

checks. 

    Rainfall  

As per the listed criteria above, five meteorological stations were chosen: Adet, Bahir Dar, 

Dangla, Zege, and Enjibara. Figure 3.4 shows the areal rainfall distribution of the Gilgel 

Abay watershed based on data from five rainfall stations from 1988 to 2018. The monthly 

rainfall pattern in the study area exhibits a monomodal pattern, with wet seasons that occur 

in July and September and receive rainfall amount greater than 400 mm. In the watershed, 

Adet and Enjibara have the lowest and highest mean annual rainfall, respectively. The 

average yearly rainfall ranges from 1230 to 2350 mm. The yearly average rainfall (1988-

2018) at stations is shown in Figure 3.5 and for daily precipitation see Appendix B1.  

 

           Figure 3.4 Areal mean monthly rainfall and temperature between (1988-2018) 
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 Figure 3.5 Yearly average rainfall at stations in the Gilgel Abay watershed (1988-2018) 

A rain gauge station represents the precipitation amount at a certain location. To calculate 

the average rainfall depth of the watershed, the daily rainfall data were averaged using the 

Thiessen polygon method. Figure 3.4 and Table 3.4 shows areal contribution and detailed 

information on the weather stations.  

 

   Figure 3.6 The location and distribution of meteorological stations in the watershed 
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  Table 3.4 Meteorological locations, station names, and variables  

SNo Station 

Name 

Latitude 

(Degree) 

Longitude 

(Degree) 

Elevation(m) Climatic variables 

1 Adet 11.27 37.49 2179 All 

2 Bahir Dar 11.6 37.32 1827 All 

3 Dangla 11.4 36.85 2116 All 

4 Enjbara 10.9 36.92 2568 Rainfall 

5 Kidamaja 10.9 36.68 2234 Rainfall, Temp 

6 Zege 11.69 37.3 1801 Rainfall, Temp 

3.2.3. Hydrological  (Stream flow) Data  

Data on daily stream flow was collected from the Abay Basin Authority and the Minister 

of Water and Energy (MOWIE) at Wetet Abay station over the period (1990-2016). The 

gauged catchment area covers about 1664 km2. The gauging station latitude and longitude 

are 1257136 m North and 285380 m East, respectively. It is located downstream of the 

convergence of the Gilgel Abay and Jemma rivers (Abdo et al. 2009). The peak flow period 

with the highest annual water discharge occurs between July to September as depicted in 

Figure 3.8. The main source of peak flow for the rivers of the watershed is precipitation. 

Streamflow data was used in this study for trend analysis, hydrological model calibration, 

and validation. The river flow data was quite sufficient, even though the recorded length 

not equal to rainfall data.  
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3.4.3. Missing  Data Filling  

The presence of missing climatic and hydrological data is a common problem that makes 

results biased. When a hydrological basin analysis requires a time series of continuous data, 

any missing data must be filled in (Surur 2010).��The data from nearby stations as well as 

data within stations can be used to estimate the missing data. 

To estimate the missing values, different methods are available.���6�R�P�H���R�I���W�K�H�V�H���D�U�H���V�W�D�W�L�R�Q��

�D�Y�H�U�D�J�H�����Q�R�U�P�D�O���U�D�W�L�R�����L�Q�Y�H�U�V�H���G�L�V�W�D�Q�F�H���Z�H�L�J�K�W�L�Q�J�����D�Q�G���U�H�J�U�H�V�V�L�R�Q���P�H�W�K�R�G�V���F�R�P�P�R�Q�O�\���X�V�H�G��

�W�R���I�L�O�O���W�K�H���P�L�V�V�L�Q�J���U�H�F�R�U�G�����6�D�W�W�D�U�L���H�W���D�O������������������The station average method is the simplest 

and it is acceptable if the normal annual precipitation at each surrounding station is within 

10 % of the normal annual precipitation at the station. If the total annual rainfall at any of 

the region gauges differs from the annual rainfall at the point of interest greater than 10 

percent, the normal-ratio method is preferable (Woldesenbet et al. 2017). �7�K�H���V�L�P�S�O�L�F�L�W�\����

�H�[�W�H�Q�W���R�I���P�L�V�V�L�Q�J���G�D�W�D�����D�Q�G���D�F�F�X�U�D�F�\���R�I���W�K�H���P�H�W�K�R�G���Z�H�U�H���D�P�R�Q�J���W�K�H���V�H�O�H�F�W�L�R�Q���F�U�L�W�H�U�L�D���I�R�U��

�W�K�L�V���V�W�X�G�\�����7�R���F�R�P�S�X�W�H���W�K�H���P�L�V�V�L�Q�J���S�U�H�F�L�S�L�W�D�W�L�R�Q���G�D�W�D���L�Q���W�K�L�V���V�W�X�G�\�����Q�R�U�P�D�O���U�D�W�L�R�����D�Q�G���V�W�D�W�L�R�Q��

�D�Y�H�U�D�J�H���P�H�W�K�R�G�V���Z�H�U�H���X�V�H�G�� 

The Normal ratio 

���E 
L
�5

�R
�@�Ã ���l

�g
�R�V�=
�R�V�_


H���g�A�«�«�«�«�«�«�«�«�« �������«�«�«�«�«�«�«�«�«�«�«�« ��Equation 3.5 

Where PA is the precipitation at the target station location, Pi is the precipitation at the 

neighboring station, NRA is the average annual rainfall at the target station, NRi is the 

average annual rainfall at neighboring stations, and N is the number of neighboring 

stations.  

The station-average method 

���E 
L
�5

�R
�:�Ã ���l

�g ���g�;�«�«�«�«�« �«�«�«�«�� �«�«�«�«�«�« �« �«�«�«�«�«�« �« �«�� Equation 3.6�� 

Where PA is the precipitation at the target station location, Pi is the precipitation at the 

neighboring station 

3.4.4. Outliers Test   

Outliers are observations that significantly differ from the rest of the data. This deviation 

might be due to natural causes, errors in data collection and recording, or both (Aggarwal 

2017). Outliers should have to be investigated because they can provide useful information 





 

29 

 

about data or processes. It may be rejected if the measurements are incorrect. Although the 

existence of outliers has a substantial effect on statistical parameters, extreme data can 

include highly important climatological information that should not be ignored. 

The following equations are used to calculate high and low �R�X�W�O�L�H�U�¶�V threshold values. 

�: �4�* 
L �A�0�T�L���:�:
$
E�- �4�0 
H�5�;�������«�«�«�«�«�«�«�«�« �«���«�«�«�«�«�«�«�« Equation 3.7  

�: �4�. 
L �A�0�T�L���:�:
$
F�- �4�0 
H�5�;���������«�«�«�«�«�«�«�« �«�����«�«�«�«�«�«�«�« ... Equation 3.8 

Where���:
$  and S are the mean and standard deviation of the natural logarithms of the sample 

respectively. At a 10% significant level for calculating �-�0 the following approximation 

equation is used, where N is the sample size 

���-�Ç 
L 
F�u�ä�x�t�t�r�s
E�x�ä�t�z�v�v�x
H�0�5���8 
F �t�ä�v�{�z�u�x
H�0�5���6 
E�r�ä�v�{�s�v�u�x
H�0�7���8 
F
�r�ä�r�u�y�{�s�s�0�;���«�«�«�«�«�«�« �«�«�«�«�«�«�« �« �« �«�«�«�«�«�� �«�«�« �« Equation 3.9              

If the sample value greater than �: �4�*  are considered to be high outliers, while those less 

than �: �4�.��are considered to be low outliers. The first visual screening showed a few 

mistyped decimal points in the gauging stations; these were corrected and identified in the 

data files.  

3.4.5. Autocorrelation Test  

Autocorrelation is one of the significant problems that introduce uncertainties and errors 

during trend detection. It is vital to consider serial correlation, which is the correlation of a 

variable with itself over subsequent time intervals, before performing a trend test in data 

series (Sonali and Kumar 2013). When a serial correlation is noticed in data, (Hamed and 

Rao 1998;  Mallick et al. 2021) recommend using the variance correction approach and 

modified Mann-Kendall tests. To reduce the effect of serial correlation on trend analysis, 

the data were first checked for autocorrelation using the "ACF ()" function found in the R 

software. The serial correlation coefficient at lag-1 is used to assess whether there is 

significant autocorrelation (Nalley et al. 2013). Equation 3.10 was used to calculate the 

Lag-1 autocorrelation coefficient for n-1 observations. 

�� 
L
�@

�s
�•�æ�s

�A�Ã �:�Ñ�ß�?�Ñ
$�ß�;
H�:�Ñ�ß�6�-�?�Ñ
$�ß�;
�Ù�7�-
�ß�8�-

�:
�-
�Ù

�;�Ã�j�8�-
�d ���:�Ñ�ß�?�Ñ
$�ß�;�.

   �«�« �«�«�«�« ......�«�«�« �« �« �«�«�« �«�« Equation 3.10  

�<�?�5�?�5�ä�:�8�9
H
k�¾�l �?�6��
o�=

�Q����
���”�����5�����”����

�<�?�5�>�5�ä�:�8�9
H
k�¾�l �?�6����
o�=

�l �?�5
�« �«�������«�«�«�«�«�«�« .�« �« .. Equation 3.11 
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Where R represents the autocorrelation coefficient at lag-1 the time series xt, �T�„�ç��represents 

the mean of the data. If the computed lag-1 autocorrelation coefficient (R) is found between 

the intervals defined by Equation 3.11, it can be concluded that the time series does not 

exhibit significant autocorrelation (Ahmad et al. 2015). On the other hand, if the lag-1 

autocorrelation value (R) calculated is outside of the interval, it can be said that the time 

series exhibit a significant autocorrelation at the 5 % significant level. 

3.5. Hydroclimatic Data Trend Analysis  

Trend detection analysis in hydroclimatic data series can be categorized as a parametric or 

nonparametric approach (Fathian et al.2015). Nonparametric trend tests only require 

independent data, whereas parametric trend tests also require normally distributed data. 

Although hydrological time series occasionally exhibit a monotonic change in the mean 

value, they exhibit high variability and widespread random variation (Vergni and Todisco 

2011). The nonparametric trend is used for hydroclimatic data due to its distribution-free 

assumption requirement. 

For this study, both Mann-Kendall and Innovative trend detection approaches were used 

for the trend detection of hydroclimatic data. The Pettit test was used to split recorded data 

into baseline periods and altered periods using the "Trend" R package's abrupt change 

detection ( Pettitt 1979, Ryberg et al. 2020). �3�H�W�W�L�W�W�¶�V��test has been widely used to detect 

changes in hydroclimatic data records (Mallakpour and Villarini 2016;  Shahid et al. 2021). 

�)�R�U���3�H�W�W�L�W�W�¶�V���W�H�V�W���G�H�V�F�U�L�S�Wion detail in (Appendix A 3). 

3.5.1. Mann -Kendall Trend Test  

The Mann-Kendall trend test is a nonparametric trend test that assumes no distribution of 

the data. The null hypothesis of the test is that there is no trend in the data and the alternative 

hypothesis is that the data represents a monotonic trend (Mondal et al. 2012). The Mann-

Kendall test, however, is biased because of the autocorrelation in data series, particularly 

streamflow data. Because of this  Modified Mann-Kendall trend test  �³�0�R�G�L�I�L�H�G�P�N�´, an  R 

package coded by Patakamuri et al. (2020), has been recommended as an excellent tool for 

trend detection. The " modifiedmk" R package contains a variety of functions to perform 

trend analysis for various criteria. It includes functions like bbsmk, bbssr, bcpw, mkttest, 

mmkh, mmky, and pwmk for trend tests. The scientific community uses this R package 
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frequently to identify trends. For this study, the bias-corrected Prewhitening "bcpw" 

function was used to test the serially correlated data, and "mkttest" was applied to the non-

serially correlated data. The following equations below are used to calculate trend statics. 

For further description about "modifiedmk" R package and "mkttest �  ́in (Appendix A1 and 

Appendix A 2). 

The MK test statistic S is given by the formula:  
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where n is the number of data points, �T�Ý����and  �T�Þ are the annual data values in year j and k, 

j > k , respectively. 
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Positive and negative values of those parameters (Z and S) indicate an upward trend and a 

downward trend, respectively.  

3.5.2. Innovative  Trend Detection  

Traditional trend analysis methods, which are purely statistical calculations, can only detect 

monotonic trends (Jain et al. 2017). The innovative trend detection (ITA) approach can 

identify unseen trends in high, medium, and low-value data series. ITA is an intuitive and 

straightforward method that can be applied irrespective of distribution assumptions. The 

ITA-based trend analysis method is explored to understand the climatic variability in high, 

medium, and low values of meteorological data (Tosunoglu and Kisi 2017). The ITA 

approach outperforms the MK trend test due to its detection trends without conditions of 

the serial correlation, size of the dataset, and distributions (Seenu and KV 2021). 

The innovative trend detection method (ITA) has been widely used to detect the trends of 

meteorological variables. The ITA splits data series data into subseries and it categorizes 










