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Abstract
Aircraft technology has transformed human life by enabling regional and international trans-

portation of people and goods. Pitch, Roll, and Yaw are the three basic control motions of an

aircraft. In this thesis, we compared the performance of a linear quadratic regulator, a sliding

mode, and a super-twisting sliding mode controller for an aircraft pitch control system. The

dynamic modeling of a pitch control system is taken into account in the design of an autopilot

that controls an aircraft’s pitch angle. It begins with the development of an appropriate math-

ematical model to depict the longitudinal motion of an aircraft. The nonlinear model of the

longitudinal dynamics was linearized based on small disturbance theory by considering cruise

phase of �ight. The pitch angle is considered as an output and the elevator de�ection angle as

a control input of the system. Evaluating the model with speci�ed system parameters, the con-

trollers are designed based on the developed dynamic model. In the case of a linear quadratic

regulator, which is an optimal controller, a MATLAB function is used to get the gains by select-

ing state and control matrices. For sliding mode and super-twisting sliding mode controllers,

genetic algorithm optimization is used to tune the control parameters. The designed controllers

were simulated with MATLAB/Simulink. The simulation result shows that the super-twisting

sliding mode controller produces a response time of 0.3426 sec to rise and 0.5605 sec to settle

with no overshoot and steady-state error. The sliding mode controller results in a response time

of 0.3666 sec to rise and 0.7315 sec to settle with no overshoot and steady-state error. And a

linear quadratic regulator with a response time of 0.5758 sec to rise and 1.6045 sec to settle, an

overshoot of 2.8672% and steady state error of 0.0034%. The super-twisting sliding mode and

the sliding mode controllers show robustness to the change in parameters based on simulation

results on robustness analysis. Our result indicates that the proposed controllers in this thesis

perform within the design requirements. However, the super-twisting sliding mode controller

performs better for aircraft pitch control by avoiding the chattering effect, being robust, and

giving a fast response.

Key words: Aircraft pitch control, Genetic algorithm, Linear Quadratic Regulator, Longitudi-

nal dynamics, Sliding mode controller, Super-Twisting sliding mode controller
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Chapter 1
Introduction

1.1 Background of the Study

An aircraft is a vehicle or machine that can �y by using air support. It uses static lift or dynamic

lift from an airfoil to counteract gravity. An aircraft in �ight can rotate in three dimensions roll,

pitch and yaw. The �ight of airplane is on the base of aerodynamics. Aerodynamics is used

in the study of �ight as well as the science of building and operating aircraft, which is known

as aeronautics. It includes the study of forces as well as the motion of objects through air as a

result of applied forces [1, 2].

The Wright brothers’ �rst aircraft’s success has been attributed to both their straightforward,

systematic design approach and the emphasis they placed on making their aircraft controllable

by the pilot rather than implicit stability. However, the dif�culty of controlling early aircraft,

as well as the advancement toward longer �ight times, steered the evolution of the automatic

control system [3, 4] .

The world’s �rst �ight control device was an automated �ight controller invented in 1912 by

Eimer Sperry and his son Lawrence Sperry to maintain aircraft height. Lawrence Sperry then

showed the automated �ight controller (autopilot) at the Paris air show in 1914. Since then,

an autopilot has evolved into an Automatic Flying Control System (AFCS) , which is used

to improve aircraft �ight quality and stability. AFCS can assist pilots in guiding a plane to a

location, minimize pilot workload, and give passengers with a comfortable �ight. Pitch control

is the vital aspect of an AFCS [5, 6].

The design of the �ight control system, which is critical for all aircraft operations, has evolved

dramatically over time. Many of the aircraft’s subsystems are monitored and controlled by

automated control systems in today’s aircraft designs. Modern airplane equipped with a range

of automated control systems that assist the �ight crew with navigation, �ight control, and

enhancing airplane’s stability. In aircraft pitch control case, an autopilot is meant to regulate the

pitch of the aircraft and may be utilized by the �ight crew to reduce their burden when cruising

and assist them in landing their aircraft under poor weather conditions in the real world [7�9].
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Chapter 1. Introduction

Ailerons, elevators, and rudder are the major �ight control surfaces necessary to properly steer

an aircraft during �ight. The aircraft spin three axes. These are the yaw (vertical), roll (longi-

tudinal), and pitch (lateral) axes. The aircraft’s control system have two sections: longitudinal

control and lateral control.The longitudinal control of an aircraft determine its pitch. Elevators

control pitch displacement. These are found in the aft of the aircraft parallel to the wings that

house the ailerons [10�12]. The �ight control surfaces( Elevator, Rudder, Aileron) and the three

axes( Roll,Pitch, Yaw) are shown in �gure.(1.1 [9])

 

Figure 1.1: Aircraft Control Surface and Axes

Axis of Flight: Every axis of �ight is a �ctitious line around which an aircraft can turn. Any

aircraft can move in three directions: left and right, forward and back, and up and down. In

aviation, they are known as: lateral axis (Pitch)- runs from wing tip to wing tip, the aircraft

pitches around this axis, longitudinal axis (Roll)- runs from the aircraft’s nose to the tail, the

axis around which the aircraft rotates , and vertical axis (Yaw)- runs vertically through the

center of the aircraft, aircraft yaws around this axis.

The primary control surfaces elevator, rudder and ailerons produce torque, which varies the

distribution of aerodynamic force around the airplane. Spoilers, �aps, slats, and air brakes

are lists of secondary control surfaces. These modify the plane’s overall aerodynamics by

increasing or reducing the lift or drag that the wings generate. Elevators are movable control

surfaces at the back of �xed-wing aircraft that are hinged to the trailing edge of the horizontal

stabilizer and run parallel to the main wings that cause the aircraft to rotate. Figure(1.2) [13]

shows the primary and secondary control surfaces for an aircraft.
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Chapter 1. Introduction

Figure 1.2: Aircraft control surfaces

Relative Wind:-the direction of the air�ow produced by an object moving through the air.

In �ight, the relative wind �ows parallel to and opposite to the �ight direction. The relation

between relative wind and �ight path [14] presented in �gure (1.3) below

Figure 1.3: Relation between relative-wind-and-�ight-path

Angle of Attack:-the angle between the chord line of the wing and the direction of the relative

wind. The critical angle of attack (also known as the �stall angle of attack�) is the angle of

attack that results in the greatest lift coef�cient (CL max). Increasing the angle of attack causes

an increase in both lift and produced drag up to a point. However, at an angle of attack (typically

around 15-20 degrees), the air�ow across the upper surface of the airfoil becomes disconnected,

resulting in a loss of lift, also known as a stall [15]. Pitch angle of an aircraft is measured from

the same reference line as angle of attack, but to the horizon.
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Chapter 1. Introduction

Different control mechanisms for different control approach(Lateral or Longitudinal) were ex-

amined by different studies. The goal of this thesis is to analyze the performance of optimal

control (LQR), SMC, and ST-SMC controllers for longitudinal control systems of aircraft. LQR

is a technique in optimal control theory. The approach is based on manipulating state space

equation and makes extensive use of computing tools in the analytical process. It depends on

the matrices on the linear model [16].

Sliding mode controller is a technique that uses Lyapunov stability criteria to control a system.

It has standard and higher order mode approaches. The merit in SMC is that it is insensitive

to modeling and/or parametric uncertainties and other disturbance. The structure of the sliding

surface governs the behavior of the system after it is sliding on the sliding manifold. ST-SMC

is one of the higher order sliding mode controllers that adds the integral term to the switching

controller to make the discontinuous control of the sliding mode control continuous. The design

method is similar to SMC, with the exception of the switching control.

This thesis attempts to design different control techniques for controlling an aircraft’s pitch

angle. The LQR, SMC, and ST-SMC controllers were examined to control an aircraft’s pitch

angle. And comparison of those strategies is analyzed based on different measures.

1.2 Problem Statement of the Study

In the beginning of aviation, a pilot had to pay close attention at all times in order to success-

fully operate an aircraft. When aircraft range grows, allowing for longer �ights, the pilot’s

continual concentration may cause considerable weariness and fatigue. As aircraft technology

advances, the notion of autopilot is quickly adopted, and it is meant to undertake part of the

pilot’s jobs. Autopilot, sometimes known as a pilot assistance, supports the pilot during long

distance �ights as well as in emergency situations. It allows the aircraft to �y straight and

level without requiring the pilot’s attention, signi�cantly reducing the pilot’s burden. One of

the dif�culties to be solved in aircraft control is the construction of an autopilot that regulates

the pitch of the aircraft and can be employed by the �ight crew to reduce their burden during

the cruising period. Despite the fact that numerous studies have been conducted in response to

such problem discoveries, this issue continues to be a dif�cult one for current and future works

that seek to do scienti�c study on it.

Different controllers will be evaluated based on their merit and character in order to �nd a

solution. This thesis presents a comparative analysis of the performances of a linear quadratic
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Chapter 1. Introduction

regulator, a sliding mode controller, and a super-twisting sliding mode controller for an aircraft

pitch control system. The result helps to select the controller that outperforms the other for

controlling aircraft pitch. An optimal control (LQR) and non-linear controllers(SMC and ST-

SMC) are proposed for comparison. The aim of optimal control is that it provides the smallest

possible error to its input. And as SMC is model-free (used for uncertain plants), it needs to

be optimized based on the function to be minimized, and the same thing is true for ST-SMC,

which is a version of SMC. The aim of this thesis is to identify the parameters of an aircraft

pitch control system, design and simulate controllers to compare them, and select the one that

provides the best time domain speci�cation and is robust for use over a number of different

operating conditions with parameter variation and disturbance rejection.

1.3 Objective of the the Study

1.3.1 General Objective

The main objective of this thesis is to compare and analyze the performance of LQR, SMC, and

ST-SMC controllers for aircraft pitch control systems with reference to different measures.

1.3.2 Speci�c Objectives

� To develop a mathematical model that relate the elevator de�ection angle with the pitch

angle of aircraft suit for the control purpose

� To design SMC, ST-SMC and LQR controllers for aircraft pitch control

� To tune SMC and ST-SMC controller parameters with Genetic algorithm

� To simulate the designed controller structures on the system model with MATLAB/Simulink

� To analyze the performance of LQR, SMC and ST-SMC for the aircraft pitch control and

compare their performance result

1.4 Methodology of the Study

In order to meet the speci�ed objectives, the thesis activities are organized into the following

core procedures: The �rst step was to conduct a literature review to thoroughly review previ-

ous work on the subject. Reviewing literature goes throughout the work due to the necessity

5



Chapter 1. Introduction

new information help within the area of study. The mathematical modeling of the system was

the next procedure completed. The controllers were designed after the model was developed.

Finally, the controllers are tested with simulation on the model, and the results are thoroughly

examined. The general method followed and applied for the thesis can be expressed in �g (1.4):

 

 

 

 

 

 

 

 

  

Literature Review 

System Mathematical model  

Lateral & Longitudinal  

Linearize longitudinal  model with 
small disturbance theory 

Evaluate system model 

with specified parameter 

GA 

Optimization 

Is Valid  
system ?  

No  

LQR 

SMC 

Yes   

Performance Analysis in terms of time domain performance 

characteristics, robustness to parameter variation, disturbance 

rejection and control signal behavior 

         Controller Design 

ST-SMC 

                            MATLAB /Simulink 

Figure 1.4: Methodology block diagram of the Study

1.5 Scope and Limitations of the Study

This thesis encompasses mathematical modeling of aircraft longitudinal dynamics along with

performance analysis of SMC, ST-SMC, and LQR controllers for linearized system models

with simulation using MATLAB/Simulink software. However, practical implementation of the

controllers and application of controllers to non-linear system models are not addressed.
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Chapter 1. Introduction

1.6 Signi�cance of the Study

Different control schemes for the aircraft pitch control system are proposed in this thesis, and

their results are analyzed with simulation. The signi�cance of the study is selecting the best

controller for the aircraft pitch control system that allows the aircraft to �y straight and level

without requiring the pilot’s attention.

1.7 Thesis Organization

This thesis document is structured as follows including the �rst chapter (Introduction) in which

the general background, problem statement, objective, methodology, scope and signi�cance

of the study are presented: In chapter two, a literature review of various related works for

the system has been addressed. The third chapter discusses mathematical modeling of aircraft

pitch and designing the controllers with the objective to stabilize the pitch motion of aircraft.

In this chapter the conditions to be considered for system model and controller design for pitch

control are presented. The fourth chapter presents MATLAB/Simulink results and discussion

based on the obtained result for the aircraft pitch control system. The �nal chapter discusses

the conclusion and future work.
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Chapter 2
Literature Review

2.1 Introduction

The ability to build a thesis on existing knowledge and relate to it is the groundwork of all

academic research activities, regardless of discipline. As a result, doing so precisely should be

a primary concern for all academics.

An aircraft’s attitude in relation to the passing air may be changed in three ways: pitch, roll, and

yaw. The pitch is responsible for the movement of the nose up and down with rotation around

the transversal axis (climb and descent), while the roll is responsible for the rotation around the

axis that runs along the length of the aircraft, and the yaw is responsible for the movement of

the nose left or right with rotation around the vertical axis [1, 17, 18]. Aircraft have complex

coupled dynamics, which can be decoupled into longitudinal and lateral equations of motion for

simplicity. For the pitch control of aircraft, the longitudinal equation of motion is considered.

To use linear controllers for pitch control, the nonlinear longitudinal dynamics are linearized

with the help of the small disturbance theory by assuming small disturbances in the cruise phase

of �ight. This section covers some recent studies on the airplane pitch control system.

2.2 Related Works

In [19], proposed controllers to improve aircraft performance using simple pitch control were

described. The work was on an aircraft linearized pitch model. PID and fuzzy-PID controllers

were proposed to stabilize the system and improve aircraft performance. These controllers

preserve the aircraft’s stability under certain conditions. The proposed controllers’ results were

better than the results obtained from two different reviewed papers. However, it is ambiguous

how this improvement comes about.

The authors recommend that since the performance of PID and Fuzzy-PID controllers dimin-

ishes substantially when applied to a nonlinear model, advanced controllers for better pitch

control are being developed as future work. On the other side, the proposed controllers’ results

were better than the results obtained from two different reviewed papers. But the way that

makes it better is not clear.
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In [7], LQR and FLC were designed to regulate the pitch angle of an aviation system. Major

components of aircraft subsystems are now monitored and controlled by an aircraft-designed

automated control system. This work was part of the ongoing development of this automated

control system. The proposed controllers were used to control the linearized longitudinal model

of an aircraft. After all, the LQR controller outperforms the fuzzy logic controller based on time

response speci�cation performance for both pitch angle and pitch rate.

From this paper, LQR performs better than FLC, but the overshoot is not considered a design

criterion for comparison, which is an issue to be considered in a pitch control system.

In [20], LQR and PID controllers are employed in the design of an airplane pitch control system.

Because tuning the controller manually is always uncertain due to human error, they used a

genetic algorithm (GA) in their work to automatically tune the controller’s parameters with the

sole goal of improving time domain performance characteristics and thus optimizing the �tness

function. The work begins with the development of a mathematical model to account for the

aircraft’s longitudinal motion. Although the PID controller performs poorly, the LQR-tuned

parameters have demonstrated the ability to control the pitch angle of the aircraft system.

The LQR controller outperformed the PID controller, but the controller’s tolerance to parameter

variation during the course of work was not addressed. GA is applied to tune LQR and PID

parameters with different �tness functions. When we compare the results in the case of the LQR

controller, the parameters selected by hand have relatively the same performance as GA-tuned

parameters. The value selected by hand has better performance in some design parameters

based on the results summarized in the paper reviewed here.

In [21], fuzzy, PID, and fuzzy-PID controllers are designed for a nonlinear aircraft pitch control

system. The goal of the research was to evaluate multiple aircraft pitch controllers that are in

motion in the air. The study’s goal was to evaluate multiple aircraft pitch controllers in motion

in the air. To characterize the motion, it begins by modeling the controller plant by develop-

ing a nonlinear time-invariant mathematical model that depicts the overall factors that impact

the aircraft dynamics. The Mamdani fuzzy reasoning model was used in tuning parameters

and designing the fuzzy controller and fuzzy-PID since fuzzy logic is used to infer conclusions

from attributes described in a fuzzy set. The hybrid controller has demonstrated the best re-

sponse with conventional, intelligent, and hybrid control systems because it incorporates the

advantages of PID and fuzzy controllers.

9
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In [22], a self-tuning PID controller design for an airplane pitch control system was presented.

The adaptive controller used in this study is built based on dynamic modeling of the system in

order to increase performance for aircraft pitch control. The design process begins with the de-

velopment of a mathematical model adequate for describing the aircraft’s longitudinal motion.

Fuzzy logic is used to tune the PID controller’s parameters using appropriate fuzzy rules, and it

has been demonstrated that the in�uence of disturbances in the aircraft pitch control system can

be successfully handled using the hybrid technique rather than the traditional controller alone.

In the above two analyses, the fuzzy-PID controller performs well with respect to the conven-

tional PID controller and intelligent FLC controller, but the need for fuzzy logic to tune the

PID parameters requires expert knowledge, and the rules to be generated are required to be

very effective with respect to the PID parameters. PID also has low performance in handling

nonlinearities.

In [10], the performance of PID and FLC controllers in regulating aircraft pitch angle is dis-

cussed. The design assumes that the aircraft is at constant altitude and velocity during steady-

cruise; thus, the thrust, drag, weight, and lift forces balance each other, and a change in pitch

angle has no effect on the aircraft’s speed under any conditions. For control reasons, the elevator

de�ection angle is considered the input, while the aircraft pitch angle is considered the output.

The fuzzy controller was built using Mamdani fuzzy reasoning. The Ziegler-Nichols method

was utilized to optimize the PID controller settings. As a consequence, both PID and FLC

performed within the intended parameters. However, when compared to PID, FLC exceeds it

in the design parameters: settling time, percentage of overshoot, and steady-state error.

In this case, the fuzzy logic controller outperforms the PID. Even though it is simple, under-

standable, and does not depend on mathematical models, FLC is suitable only for systems that

do not need high accuracy.

In [23], a comparison of �ight control based on conventional SMC with integral SMC was

applied to a nonlinear longitudinal model of an airplane in monitoring pitch control. The con-

troller’s goal is to track the pitch angle and pitch rate across the attack envelope’s high angles of

attack. The sliding surface is considered a function of tracking error since the goal of SMC is

to push both errors and their derivatives to zero, so that the sliding surface also tends to be zero

in a �nite period. On speci�c settings, numerical treatments are performed, and the controller’s

performances are investigated based on their transient reactions. The obtained �ndings indicate

that both SMCs are suitable for high angles of attack.

10
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Different control system for aircraft pitch have been done by researchers, including proportional-

Integral-Derivative(PID), fuzzy logic (FLC), Linear Quadratic Regulator (LQR), or an integra-

tion of these controllers and the like. From the recent study presented LQR gives better per-

formance than FLC [7] and FLC gives better performance than PID controller [10] that shows

LQR an optimal control to be better controller than these two control mechanisms.

A longitudinal model of an aircraft is a nonlinear and complicated system. The SMC con-

troller is resilient on nonlinear and linear models and has the bene�t of being insensitive to

disturbances and model parameter variation. ST-SMC is a version of SMC in higher order slid-

ing mode control (HOSMC) form to avoid the chattering problem in SMC using a continuous

reaching phase. A super-twisting sliding mode control is a modi�ed second-order sliding mode

control. LQR is an optimal control theory approach that is an alternate means of constructing

�ight control systems that rely on the Q (state weight) and R (control input weight) matrices

based on the linearized system.

Based on the writer’s knowledge from the reviewed papers, the comparison results show that

LQR performs better than the proposed controllers in comparison to them for aircraft pitch

control. But use of LQR has problems of robustness and need for sensors in practice. To

address this problem this thesis �nds controller by comparing its performance with that of

LQR which results better from the former works that are reviewed. This thesis compares the

performance of LQR with that of SMC and ST-SMC controllers based on their time domain

performance characteristics, control signal, resistance to parameter variation and disturbance

rejection behavior.
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Chapter 3
System Model Analysis and Controller Design

3.1 System Model Analysis

A model is a simpli�ed representation of a real-world system. Dynamic modelling is an es-

sential step in developing and controlling any dynamic system. In fact, the model allows the

engineer to analyze the system, its possibilities, and its behavioral patterns in response to a

variety of conditions.

3.1.1 Principles of Flight

There are different types of aircraft, but they all work on the same basic principle: using air�ow

to propel forward. There are certain laws of nature or physics that apply to any object that is

lifted from the Earth and moved through the air [24]. Certain forces act on the airplane while

it is in �ight. A pilot’s primary responsibility is to control these forces and direct the airplane’s

speed and �ight path in a safe and ef�cient manner. To do so, the pilot must �rst comprehend

these forces and their effects.

3.1.2 Forces on Aircraft

An aerodynamic force is a force exerted on a body by the air (or other gas) in which the body is

immersed, and is due to the relative motion between the body and the gas. The four fundamental

aerodynamic forces acting on an airplane during �ight are [25]:

� Lift: The upward force acting on the aircraft which helps the airplane to �y.

� Weight: The body and cargo weight of the aircraft acting in a downward direction.

� Thrust: The forward force produced by the engines of the aircraft. The propeller, acting

as an air foil, produces the thrust.

� Drag: The backward force caused by the resistance of air �ow. It acts parallel to and in

the same direction as the relative wind.
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Drag and gravity are forces that act on objects lifted from the ground and moving through the

air. Thrust and lift are arti�cial forces used to overcome natural forces and allow an airplane

to �y. An airplane engine and propeller combination is supposed to produce thrust in order

to overcome drag. Their wings are designed to generate lift in order to overcome gravity.The

basic forces acting on an airplane in �ight described on the following �gure [26]:

Figure 3.1: The basic forces acting on an airplane in �ight

3.1.3 Frames and Co-ordinates

Before developing the equations of motion, it is necessary to review the axis system speci�ed

earlier. And also it is required to de�ne the forces and moments acting on the body and thus

resulting in the body motion and the coordinate system that can be used as a reference for the

motion states de�nition.

It is vital to consider that two types of forces act on a body in arbitrary motion.The �rst is that

inertial forces and moments are affected by velocities and accelerations in relation to an inertial

reference frame. The second group consists of aerodynamic forces and moments caused by the

body’s interaction with the surrounding air�ow and thus relative to the air [27].

Since the air�ow may not be stationary, it is easier to describe the resulting aerodynamics

in coordinate frames connected to the body and the surrounding air. The resulting motion

can be conveniently described in terms of the moving body’s states, which include position,

velocity, acceleration, and attitude coordinates. Body and Inertial frame of reference are shown

in (�gure3.2, [28])
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Figure 3.2: Body and inertial axis systems

3.2 Dynamics of Aircraft with Fixed Wing

For any type of aircraft, the �rst step in obtaining an accurate mathematical model is to deter-

mine stability and control derivatives. These derivatives will impact the �ying characteristics

and will be used to size the control surface, design �ight control systems and program devices

such as simulators. These stability derivatives are typically obtained during aircraft dynamic

modeling from experimental or previous studies of the related aircraft. As a result, it is dif�cult

for researchers to obtain new derivatives of an aircraft whose derivatives have not yet been cal-

culated [29]. For this thesis, the stability derivatives are taken from the previous studies of the

related aircraft.

The rigid body equations of motion are derived from Newton’s second law, which states that

the sum of all external forces acting on a body equals the time rate of change of the body’s

momentum, and the sum of all external moments acting on the body equals the time rate of

change of the moment of momentum (angular momentum). An axis system �xed to the Earth

can be used as an inertial reference frame for many problems in airplane dynamics [28].

Newton’s second law can be expressed in the following vector equations:

X
F =

d
dt

(mv)
X

M =
d
dt

H
(3.1)

Where m, v and H are mass, velocity and moment of a given aircraft.
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Aircraft State Space Vectors

To derive the equations of motion of an aircraft, de�ning its state space vectors is required.

Figure 3.3 [30]: describe the aircraft system’s body axis direction, Euler angles, moments,

forces, and velocities

Figure 3.3: Aerodynamic forces, moments, and velocity components

Force and Velocity Vectors
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X is the longitudinal force

Y is the transverse force

Z is the vertical force

L is the roll moment

M is the pitch moment

N is the yaw moment
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>>>>>>>>>>>>>>>>:

U velocity in forward direction

V velocity in transverse direction

Wvelocity in vertical direction

P rate of roll motion

Q rate of pitch motion

R rate of yaw motion

as u, v and w are the velocities in the x, y and z body axes respectively, the velocity of aircraft

can be taken as U0 =
p
u2 + v2 + w2

The angles corresponding to the roll, pitch and yaw motion are also de�ned as �, � and  

respectively. The force and moment equations of aircraft are developed as the following:

3.2.1 Force Equations

The equations of motion are derived by applying Newton’s Laws of Motion, which relate to the

sum of the external forces and moments to the system or body’s linear and angular accelerations.
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The following assumptions are taken into account in developing the aircraft force equations:

� An aircraft is assumed to be a rigid body

� This assumes that the different parts of the aircraft are not moving with respect to

each other

� The mass of the aircraft is also assumed to be constant, which is reasonable over a rela-

tively short duration of time.

� The earth is an inertial reference.

� Equations are made on the body axis system

This assumption allows Newton’s 2nd law to be rewritten as in eq (3.1)

m( _u+ qw � rv) = Fx

m( _v + ru� pw) = Fy

m( _w + pv � qu) = Fz

(3.2)

Fx; Fy, and Fz represent the resultant forces in longitudinal, lateral, and vertical axes, respec-

tively. The symbolsm and dot(.) represent the mass of the body and the time domain derivative,

respectively. The symbols u; v, and w represent the axial, side, and normal velocity compo-

nents, respectively. The symbols p; q, and r represent the roll, pitch, and yaw rates, respectively.

The force equations of aircraft after computing steps of derivation using newton’s second law

and rotation becomes:

X �mg sin � = m( _u+ qw � rv)

Y +mg cos � sin� = m( _v + ru� pw)

Z +mg cos � cos� = m( _w + pv � qu)

(3.3)

where
�

X , Y and Z are aerodynamic and thrust forces

3.2.2 Moment Equations

The three moment equations are determined by applying Newton’s 2nd law in a manner similar

to the three force equations. Newton’s 2nd law states that the time rate of change in the angular

momentum of the aircraft is equal to the applied moments acting on the aircraft.
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In addition to the above assumptions the following assumption is added to do the moment

equations of aircraft: i.e The X and Z axes lie in the plane of symmetry and the origin of the

axis system is at the center of the gravity of the aircraft (The aircraft is assumed to have an xz

plane of symmetry)

Moment equations are also developed through eq (3.1). Moment equations:

L = Ix _p+ Ixz _r + qr(Iz � Iy)� Ixzpq

M = Iy _q + rp(Ix � Iz) + Ixz(p2 � r2)

N = �Ixz _p+ Iz _r + pq(Iy � Ix) + Ixzqr

(3.4)

These motion equations for a rigid body (aircraft for this thesis) moving freely in three dimen-

sional space are derived using Newton’s laws, resulting in six scalar equations, three transna-

tional and three rotational. For further analysis of these six equations of motion of aircraft

described above refer to Appendix A.

To minimize the complexity of analysis, the six equations of motion can be separated into two

sets of three equations each, called the longitudinal equation of motion and lateral equation of

motion. An aircraft in wings-level �ight with no sideslip and a pitching motion can be analysed

using only the longitudinal Equation of motion(EOM) because the aircraft does not have any

lateral-directional motion.

3.3 Mathematical Model of Pitch Control System

This section provides a quick overview of how to construct an aircraft’s pitch control longitu-

dinal equation as a foundation for developing and evaluating proposed controller solutions.

3.3.1 Model Considerations and Overview

Only the longitudinal equations of motion are used to control the pitch of an aircraft. Lon-

gitudinal motion refers to motions in which the aircraft only moves along the x-z plane, i.e.,

translation in the x and z directions and rotation about the y axis.

Forces and moments acting on the aircraft are shown in �gure (3.4) [31]. The diagram is

based on the assumption that the coordinate system is located at the center of gravity point of
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the aircraft. Where � ,  , v are the angle of attack, �ight path angle and forward velocity

respectively. And L, D, T and Wtotal are lift, drag, thrust and total weight forces.

 
Figure 3.4: Free-body-diagram-of-3-dof-longitudinal-model

The pitch control problem is a longitudinal problem, and the work is designed to control an

aircraft’s pitch angle in order to stabilize the system while the aircraft undergoes a pitching

motion. From the above diagram the pitch angle is �nd by summing the �ight path angle and

angle of attack i.e ( � = � + ). The following assumptions are taken into account while

designing pitch control systems.

� The plane is in steady-state cruise at constant altitude and velocity

� Pitch angle changes have no effect on an aircraft’s speed under any conditions.

� The perturbations from equilibrium are small.

� The �ow is quasi-steady

The airplane’s attitude, direction, and speed will remain constant in steady-state �ight until one

or more of the basic forces changes in magnitude. The opposing forces are in equilibrium in

unaccelerated �ight (steady �ight). Lift and thrust are positive forces, whereas weight and drag

are negative forces, and the sum of the opposing forces equals zero.
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3.3.2 Longitudinal Equation of Motion of Aircraft

The three longitudinal equations of motion are theX-force, Z-force, andM -moment equations.

X �mg sin � = m( _u+ qw � rv)

Z +mg cos � cos� = m( _w + pv � qu)

M = Iy _q + rp(Ix � Iz) + Ixz(p2 � r2)

(3.5)

where

8
>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>:

m:::mass of aircraft

g:::gravitational acceleration

Iy; Ix; Iz:::are inertia in the y, x and z direction
8
>>>>><

>>>>>:

Ix =
R

(y2 + z2) dm

Iy =
R

(x2 + z2) dm

Iz =
R

(x2 + y2) dm

Ixz:::product inertia! Ixz =
R

(xz) dm

Aerodynamic, gravitational, and propulsive equations are derived using Newton’s equations

of motion and Euler angle corrections to make the equations consistent in a single frame of

reference. To linearize the equations, small-angle approximation and steady �ight conditions

are used, with the assumption that small perturbations in an aircraft’s motion occur during

steady �ight.

The above nonlinear equation eqn (3.5) is linearized by small perturbation theory for simpli�-

cation and derivation of relation with control variables. here the manipulating variable is the

elevator de�ection angle (�e) and the control variable is the pitch angle (�p) of aircraft.

As assumed the motion of the airplane consists of small deviations from a steady �ight condi-

tion. Variables in the equation of motion are replaced by a reference value plus perturbation.

U , Uo+�u;Q , Qo+�q; R , Ro+�r;M , Mo+�m;Z , zo+�z; Y , Yo+�y;X ,

xo + �x; P , Po + �p; L , Lo + �l; V , Vo + �v; � , �o + ��

For a longitudinal equation, it is assumed that the reference �ight condition is symmetric about

x and z and the propelling forces are constant, so the following is true:

v0 = p0 = q = q0 = r0 = �0 =  0 = 0
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and initially it is assumed that X-axis is aligned with the direction of the airplanes velocity

vector u0, then w0 = 0. The next step is to simplify the longitudinal equations of motion

Eqn(3.5) by substituting the perturbed values.

X-Force Equation:

X �mg sin � = m( _u+ qw � rv)

X0 + �X �mg sin (�0 + ��) = m
�
d
dt

(u0 + �u) + (q0 + �q) (w0 + �w)� (r0 + �r) (v0 + �v)
�

(3.6)

but, v0 = p0 = q = q0 = r0 = �0 =  0 = 0, from the above assumption and the following

relation is taken from trigonometric identity:

sin (�0 + ��) = sin �0 cos �� + cos �0 sin �� = sin �0 + �� cos �0

Therefore, X0 + �X �mg (sin �0 + �� cos �0) = m� _u

X0 + �X �mg sin (�0 + ��) = m� _u (3.7)

The force �X is the change in aerodynamic and propulsive force in the X� direction and can

be expressed by means of Taylor series expansion interms of perturbation.

assume that X is a function of (u;w; �e)

�X
�
u; _u;w; _w; : : : ; �e; _�e

�
=
@X
@u

�u+
@X
@u

� _u+ � � �+
@X
@�e

��e + H.O.T. (higher order terms)

where

8
><

>:

@X
@u ;

@X
@w :::are stability derivatives

@X
@�e
:::control derivative

Substituting the expression for �X into the force equation and rejecting higher order terms in

equn: (3.7) results:

@X
@u

�u+
@X
@w

�w +
@X
@�e

��e �mg�� cos(�0) = m� _U

� _U = Xu�u+Xw�w � g�� cos(�0) + x�e��e
(3.8)
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where

8
>>>>><

>>>>>:

Xu = 1
m
@X
@u

Xw = 1
m
@X
@w

x�e = 1
Iy
@X
@�e

Z-Force Equation:

Z +mg cos � cos� = m( _w + pv � qu)

�Zu�u+
�
(1� Zw)

d
dt
� Zw

�
�w �

�
(uo + Zq)

d
dt
� g sin �0

�
�� = Z�e��e

(3.9)

with similar procedures of linearization ofX�forcewith small perturbation theory linearizing

Z-force equation results:

� _w = Zu�u+ Zw�w + Zq�q � g�� sin(�0) + Z�e��e + u0�q (3.10)

Y-Moment Equation:

M = Iy _q + rp(Ix � Iz) + Ixz(p2 � r2)

�Mu�u�
�
Mw

d
dt

+Mw

�
�w +

�
d2

dt2
�Mq

d
dt

�
�� = M�e��e

(3.11)

with similar procedures of linearization of X � force and Z � force with small perturbation

theory linearizing Y-moment equation results:

� _q = Mu�u+M _w�w +Mq�q +M�e��e + u0�q (3.12)

The three linearized equations eqn( 3.8 , 3.10 and 3.12) of motion for longitudinal control of

aircraft relate the control variable (�p) with the manipulating variable (�e). The goal for this

thesis is to control pitch angle of aircraft with the adjustment of elevator de�ection angle (as

controller output).

As steady state cruise is assumed the �rst equation about change in velocity in the x� direction

is rejected and the second equation changes to the form that relates angle of attack and control

variables with the relation between angles of attack and change in velocity along z� axis.

For small perturbation the relation: � � w
U0
) w = �U0 and _w = _�U0 , is taken to account.
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Where

8
><

>:

�! angle of attack

w ! change of velocity in z-direction

Based on the above assumption equation (3.10 and 3.12) could be expressed as follow:

� _� =
Z�
u0

�� + �q +
Z�e
u0

��e

� _q = (M� +M _�
Z�
u0

)�� + (Mq +M _�)�q + (M�e +M _�
z�e
u0

)��e
(3.13)

The state variables considered for pitch control system here are: �� , �� and �q :(where these

variables represent the angle of attack, pitch angle and pitch rate respectively). De�ning that

�q = � _� (Kinematics) and using equation (3.13) the state space equation for the aircraft pitch

control system becomes:

� _� = �q

� _q = (Mq +M _�)�q + (M� +M _�
Z�
u0

)�� + (M�e +M _�
z�e
u0

)��e

� _� = �q +
Z�
u0

�� +
Z�e
u0

��e

(3.14)

The state space representation of the above equation is expressed as:

2

6664

� _�

� _q

� _�

3

7775
=

2

6664

0 1 0

0 Mq +M _� M� +M _�
Z�
u0

0 1 Z�=u0

3

7775

2

6664

��

�q

��

3

7775
+

2

6664

0

M�e +M _�
z�e
u0

Z�e=u0

3

7775
[��e] (3.15)

Where

8
>>>>>>>><

>>>>>>>>:

� ! pitch angle

p! pitch rate

�! angle of attack

�e ! elevator de�ection angle

The state space model is written in standard form with a relation

� [x1; x2; x3]T = [�; p; �]T are state variables, and

� �e=u is control input
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_x1 = x2

_x2 = (Mq +M _�)x2 +
�
M� +M _�

Z�
u0

�
x3 +

�
M�e +M _�

z�e
u0

�
u

_x3 = x2 +
�
Z�
u0

�
x3 +

�
Z�e
u0

�
u

(3.16)

3.4 Evaluation of System Model

Stability and control derivatives for the pitch control system are shown in the following table.

And the system model is evaluated by substituting these parameters speci�ed on the table from

the related paper. The selected aircraft Boeing 747-400 is �ying in straight level �ight at 6096

m with a velocity of 673 ft/sec (205.1304 m/sec)and the compressibility effects are neglected,

mach number (M=0.65). Longitudinal derivatives for Boeing 747-400 [32] in table 3.1.

Pitch attitude is limited to the region 25” nose up to 25” nose down and Likewise, the maximum

physical elevator de�ection is 30” nose up and 17” nose down [33].

Table 3.1: Speci�ed Parameters(Longitudinal derivatives of Boeing 747-400)

Longitudinal derivatives Components

Rolling velocities
X-Force derivatives Z-Force derivatives Pitching moment

Xu = �0:0059 Zu = �0:1104 Mu = 0:0000

Yawing velocities

Zw = �0:5253 Mw = �0:0019

M _w = �0:0002

Angle of attack
X� = �15:9787 Z� = �353:52 Ma = �1:3028

M _� = �0:1057

Pitching rate Zq = �10:6862 Mq = �0:5417

Elevator de�ection X�e = 0:0000 Z�e = �25:5659 M _�e = �1:6937

Using longitudinal derivatives of Boeing 747-400(speci�ed parameters for simulation purpose)

eqn(3.16) becomes
_x1 = x2

_x2 = �0:6474x2 � 1:2473x3 + 1:6897u

_x3 = x2 � 0:5253x3 + 0:0379u

(3.17)
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The system equation above can be written in the form of general state space representation (i.e)

_x = Ax+Bu

y = Cx+Du

2

6664

_x1

_x2

_x3

3

7775
=

2

6664

0 1 0

0 �0:6474 �1:2473

0 1 �0:5253

3

7775

2

6664

x1

x2

x3

3

7775
+

2

6664

0

1:6897

0:0379

3

7775
u

y =
h

1 0 0
i

2

6664

x1

x2

x3

3

7775

(3.18)

Where

8
>>>>><

>>>>>:

y � � � output variable! �p

x � � � state

A;B;C represents state, input & output matrix

From this general equation the stability of the system can be analyzed with the Eigenvalue of

the system matrix ’A’ where it results: (0.0000 + 0.0000i), (-0.5863 + 1.1152i) and (-0.5863 -

1.1152i) this eigenvalue of system matrix ’A’ shows that the mariginaly stable (sensitive to be

stable or unstable).

System model was evaluated with MATLAB; the response without any input drive is going with

its initial operating value. But when a known input drive is applied to the system the output

goes to in�nity without bound. This implies that the system is unstable by itself since it can not

follow the given desired value to be achieved, rather it goes to unbound response. Open loop

and unity feedback response of the system are presented in the �gures (4.5 & 4.6). The unity

feedback closed loop system is stable; the system can be controlled to satisfy the characteristics

of the system for its stability.

The system is controllable based on the unity feedback response. And from its controllability

and observability matrces [B AB A2B] and [C;CA;CA2], our system is controllable and full

state observable.

The next task that has to be done was designing a controller for the system to gain good perfor-

mance characteristics and make the system stable for the working conditions.

24



Chapter 3. System model and stability analysis

3.5 Controller Design

Some control strategies are required to control a process variable. A control strategy has two

components: control con�guration and controllers. Control con�guration is further subdivided

into feedback control con�guration, feed forward control con�guration, cascade control con-

�guration, and so on. The controller is the second component of a control strategy; it sends an

actuating signal to an actuator based on the computed error, which is calculated from the set

point and measured value of a process variable [34].

A controller in a control system is a mechanism that attempts to minimize the difference be-

tween a system’s actual value (i.e. the process variable) and its desired value (i.e. the set point).

All advanced control systems use controllers, which are a key aspect of control engineering.The

various types of controllers are used to improve the performance of control systems. For air-

craft pitch control in this thesis, the LQR, SMC and ST-SMC are designed and applied for

simulation with MATLAB/Simulink.

3.5.1 LQR Controller

LQR is a controller alike to pole placement method, but instead of using pole placement method

to select the poles location, the value of feedback gain matrix K is calculated by minimizing

the cost function to obtain the design requirement [16]. This method is based on the manipula-

tion of the equations of motion in state space and the system can be stabilized using full state

feedback system. A linear quadratic regulator is a common optimal control technique that has

been widely utilized in various manipulator systems.

Design of Linear Quadratic Regulator (LQR)

Because it is based on the full state feedback concept, using the LQR technique in a design

control system necessitates that all system states be measurable. Therefore, using the LQR

controller to stabilize the aircraft pitch control system is based on the assumption that the states

of the system are considered measurable.

Consider the state and output equations describing the longitudinal equations of motion.

_x(t) = Ax(t) +Bu(t)

y = Cx(t) +Du(t)
(3.19)
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The LQR approach includes applying the optimal control effort:

u(t) = �Kx(t) (3.20)

Where K is the state feedback gain matrix of the LQR controller that will enable the output

states of the system to follow the trajectories of the reference input, while minimizing the

following cost function:

J =
Z 1

0
(x(t)TQx(t) + uT (t)Ru(t))dt (3.21)

where Q and R are referred to as weighting state and control matrices, The controller feedback

gain matrix can be determined by using the equation:

K = R�1BTS (3.22)

Where S is (n�n) matrix determined from the solution of the following Riccati matrix equa-

tion:

ATS + SA� SBR�1BTS +Q = 0 (3.23)

For this application K =
h

k1 k2 k3

i
and u(t) = u. Based on this, the control effort of the

system stated in 3.20 can be written as:

h
u
i

= �
h

k1 k2 k3

i

���������

x1

x2

x3

���������

(3.24)

Where, [x1; x2; x3]T = [�; p; �]T and u = �e. For the purpose of simplicity of control problem

the weighting matrices Q and R are chosen as Q = p � CTC and R = [r] so that the cost

function 3.21 can be reformulated as:

J =
Z 1

0

�
q11x2

1 + ru2� dt (3.25)

Where q11 denote the weighting element of �ight angle (pitch angle) of the proposed pitch

system, while, r is the weighting element of control input (elevator de�ection angle).

The optimal control approach LQR is highly recommended for stabilizing the system as it

basically looks for a compromising between the best control performance and minimum control
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effort. Based on LQR controller, an optimum tracking performance can be investigated by a

proper setting of the feedback controller gain matrix. In this study, based on the state and

control LQR weighting matrices Q and R, the feedback gain matrix K can be calculated by

utilizing the Matlab command �lqr.� In order to reduce steady state error of the system output,

a value of constant gain �N is added after the reference.

u(t) = �Kx(t) + �N�d (3.26)

where:

8
><

>:

K � � � state feedback gain

�N � � � reference compensator and �d � � � reference input

The proposed LQR controller (Full state feedback controller) with reference input for an aircraft

pitch control system is presented diagrammatically in �gure (3.5).

± �@�T
-

+
�Ýd �Þa

K

%�0 �%�$

�#

+
+

�T�6�T �U

Longitudinal dynamics of aircraft

Figure 3.5: Block for Pitch control with LQR

The LQR controller is certainly a class of full-state feedback that computes optimal state-

feedback gains. Optimality is considered using a quadratic cost function in x and u. Our

system is fully observable and controllable. The steady-state value of the states should be com-

puted, multiply that by the chosen gain K, and use a new value as the reference for computing

the input. The controller was tuned by varying p which vary the elements in Q matrix which is

done in the m-�le code.

For the present study, the value of K is to be determined by �nding Q and R values. Matrices Q

and R are selected based on the test with MATLAB simulation result by varying p (coef�cient

of matrix Q ) and r to get the best value which give better performance result with appropriate

controller magnitude.
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A MATLAB simulation test is used to select LQR control parameters from various values of

p and r, and the simulation test results are compared based on the performance result and the

magnitude of control effort. Based on simulation, the values p = 65, which result in Q = [65,

0, 0; 0, 0, 0; 0, 0, 0] and r = 1, provided better performance with an appropriate magnitude of

control effort, which is valid for elevator de�ection angle physical ability. The simulation for

�nding appropriate values of Q and R to �nd state gain K and compensator �N are shown in

�gures (4.7 & 4.8).

Having Q and R matrices, the state feedback gain matrix (K) and reference compensator ( �N )

are solved with the MATLAB-de�ned function lqr. The result values from the simulation are:

K =
h

8:0623 2:5973 �0:6838
i

and �N = 8:0623. Where K = [K1lqr; K2lqr; K3lqr]

3.5.2 Sliding Mode Controller

Sliding mode control (SMC) is a nonlinear control strategy. Its basic idea is to steer the system

states onto a single favored or user-de�ned surface in the state space, known as a sliding or

switching surface. Once the sliding surface is reached, sliding mode control maintains the

states in the sliding surface’s immediate vicinity for all subsequent time. As a result, the sliding

mode control is a two-part controller. The �rst section consists of designing a sliding surface so

that the sliding action meets design speci�cations. The second phase entails selecting a control

law that will make the switching surface desirable to the system state. Sliding mode control has

standard and high-order approaches. Common feature of all sliding mode based techniques is

that no precise information about the original system dynamics is requested [35].

Chattering: It is the most common challenge in applying SMC to real-world applications.

Chattering is undesirable from the perspective of a control engineer because it might frequently

ends with control inaccuracy and excessive heat loss in electric circuitry [36].

Design of SMC

Consider a single input single output (SISO) system

_x = f(x; t) + g(x; t)u

y = h(x; t)

where y and u denote the scalar output and input variable, x"Rn and denotes the state vector.

The aim of the control is to make the output variable y to track a desired pro�le ydes, that is,
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it is required that the output error variable e = y � ydes tends to some small vicinity of zero

after a transient of acceptable duration [37]. The sliding mode control design process consists

of two steps: Sliding surface design followed by Control law design.

Sliding Surface Design

For the system in the above described form the sliding surface can be designed in different

forms based on error and/or states described.

Sliding surface and Control law design: from the model

_x1 = x2

_x2 = �0:6474x2 � 1:2473x3 + 1:6897u

_x3 = x2 � 0:5253x3 + 0:0379u

(3.27)

The surface designed for the pitch control system in this thesis was chosen as:

s = x3 + c2x2 + c1(x1 � x1d) (3.28)

where:

8
><

>:

x1d � � � desired value of theta

c1; c2 are design parameters to be �nd

Control Law Design

Once the sliding surface has been selected, the reachability problem can be solved. This in-

volves the selection of a state feedback control function which will drive the state ‘x’ into the

sliding subspace and thereafter maintain in it. This control law has two components: continuous

(Equivalent) control and discontinuous control.

Equivalent Control: Equivalent control law is found from the surface as follows:

Differentiating the surface s results:

_s = _x3 + c2 _x2 + c1 _x1 (3.29)

Solve for equivalent controller by setting _s = 0:

_s = 0) _x3 + c2 _x2 + c1 _x1 = 0 (3.30)
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Substituting the state expressions on the above equation:

_x3 + c2 _x2 + c1 _x1 = 0

) x2 � 0:5253x3 + 0:0379u+ c2[�0:6474x2 � 1:2473x3 + 1:6897u] + c1x2 = 0
(3.31)

Rearranging the equation above the equivalent controller becomes:

ueq =
1

0:0379 + 1:6897c2
[(0:6474c2 � c1 � 1)x2 + (1:2473c2 + 0:5253)x3] (3.32)

Reaching Law for SMC: The condition under which the state will move toward and reach a

sliding surface is called a reaching condition. The system trajectory under the reaching con-

dition is called the reaching mode or reaching phase. The reaching law approach not only

establishes the reaching condition but also speci�es the dynamic characteristics of the system

during the reaching phase. Additional merits of this approach include simpli�cation of the

solution for variable structure control (VSC) and providing a measure for the reduction of chat-

tering [35]. The most common structures in the reaching law are: constant rate, constant plus

proportional rate and power rate reaching.

Constant rate reaching:

_s = �Ksign(s)

This reaching law forces the switching variable s(x) to reach the switching manifolds s at a

constant rate j _sj = K. In this law if K is too small, the reaching time will be too long. On

the other hand, too large K will cause severe chattering. The merit of this reaching law is its

simplicity.

Discontinuous Controller: The discontinuous controller for this thesis from constant rate

reaching law was taken as:

udis = �Ksign(s) (3.33)

udis =

8
><

>:

-K . . . when s > 0

K. . . when s < 0

Where; sign(s) =

8
>>>>><

>>>>>:

1; for s > 0

0; for s = 0

�1; for s < 0
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Then the controller is the sum of the equivalent and discontinuous controllers:

u = ueq + udis

) u =
1

0:0379 + 1:6897c2
[(0:6474c2 � c1 � 1)x2 + (1:2473c2 + 0:5253)x3]�Ksign(s)

(3.34)

3.5.3 Stability Analysis of SMC using Lyapunov Method

To study the stability of the proposed controller using the Lyapunov stability test: The following

conditions should be ful�lled: Where V is a Lyapunov candidate function

� V is radially unbounded

� V is positive de�nite

� _V is negative de�nite

The Lyapunov method can be applied for the stability analysis of the system with the SMC

controller. There is no general method to determine a Lyapunov function appropriate for a

given ordinary differential equation it must have a structure that lends itself to the construction

of the Lyapunov function. The quadratic Lyapunov candidate function can be written in terms

of the sliding surfaces.

V (s) =
1
2
s2 (3.35)

The time derivative of the Lyapunov function can be computed as:

_V = s _s (3.36)

By substituting Equation (3.29) and (3.34) into Equation (3.36), the �nal _V expression is:

_V =s(�k sign(s))

= �kjsj � 0
(3.37)

Note: Because jsj is positive for all s, it accomplishes the goal of forcing the trajectory onto

the sliding manifold in �nite time. The manipulator will have guaranteed stability if K has a

value satisfyingK > 0. Under this condition, V will be positive de�nite and _V will be negative

de�nite for all t! 0. Furthermore, as t increases, the sliding variables s will converge to zero.
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Control parameters (c1; c2;&K) of proposed SMC controller have been tuned with Genetic

algorithm optimization (GA) to get optimal values. The proposed SMC designed for aircraft

pitch control system is put as the following �gure diagram �g(3.6)

Longitudinal
Dynamics

GA optimization 
algorithm

Equivalent 
controller of SMC

Discontinuous 
controller of SMC

K

c1

-
+

error�Ýd

++ �„e �Þa

Switching 
surface

�@�5
�@�P

c2

Figure 3.6: Block for Pitch control with SMC

3.5.4 Super-Twisting Sliding Mode Controller

Sliding-mode control, particularly with its simple �rst-order control structure, has many appli-

cations in mechanical systems where model insensitivity is an important issue. However, this

simple control structure has the limitation of being suitable, causing chattering due to its high

frequency switching. To avoid these restrictions, a natural solution is the application of the

SMC with higher-order control structure. The super-twisting sliding mode control (ST-SMC)

is one of a higher order sliding mode control structure [38].

The super twisting algorithm is a form of second order sliding mode that offers resilience and

prevents chattering around the control signal obtained in sliding mode controllers [38]. It is

a continuous second order sliding mode control (SOSMC) that can be used to mitigate the

chattering effect. It has simple implementation through a simple control algorithm, moreover it

does not need information of _s(x), that are required for the others.

In the previous section the design of sliding mode controller have been established for air-

craft pitch control. The same analysis as above can be pursued to design the ST-SMC for the

same plant. Therefore, the design of sliding surface is given on SMC controller design above.

Then the next procedure to be done was designing the control law based on the super twisting

algorithm. Based on this algorithm, the closed-loop sliding dynamics is set as follow:
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Control Law Design

The equivalent controller is solved on the above for Sliding mode control and is similar for

super twisting sliding mode control and using the ST-SMC algorithm the switching controller

is designed.

The switching control for super twisting sliding mode can be written as:

Usw = �k1 j s j0:5 sign(s) + z

_z =
Z
�k2sign(s)

) Usw = �k1 j s j0:5 sign(s)� k2

Z
sign(s)

(3.38)

And the equivalent controller taken from equation(3.32). Finally ST-SMC controller is �nd by

summing up the equivalent and switching controls as follow:

U = Ueq + Usw (3.39)

3.5.5 Stability Analysis for Super-Twisting Sliding Mode Controller

Super twisting algorithm attenuates the chattering effect present in the conventional sliding

mode controller without affecting the stability of the system. Stability of the designed controller

is analyzed with Lyapunove stability test method:

Assuming that the lyapunove candidate function is expressed as:

V =
1
2
s2 (3.40)

The time derivative of the Lyapunov function V results:

_V = s _s (3.41)

By substituting Equation (3.29) and (3.39) into Equation (3.41), the �nal _V expression is:

_V (s) =s
�
�K1jsj1=2 sgn(s)�K2

Z
sgn(s)dt

�
6 0

_V (s) =�K1jsj1=2jsj � jsj
Z
K2dt 6 0

(3.42)
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Note: As jsj1=2 and jsj are always positive The manipulator will have guaranteed stability if K1

and K2 have values satisfying K1 > 0 and K2 > 0. Under this condition, V will be positive

de�nite and _V will be negative de�nite for all t ! 0. And also sliding variable will converge

to zero as t!1.

Control parameters (c1; c2; K1; K2) of proposed ST-SMC are tuned with Genetic algorithm op-

timization (GA) to get optimized values. The Super-Twisting Sliding Mode Controller designed

for an aircraft pitch control is schematically represented in Figure(3.7) below:
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Dynamics

GA optimization 
algorithm

Equivalent controller 
of ST-SMC

Switching
controller of ST-SMC

K1

c1

-
+

error�Ýd

++ �„e �Þa

Switching 
surface

�@�5
�@�P

c2

K2

Figure 3.7: Block for pitch control with ST-SMC

3.5.6 Optimization of SMC and ST-SMC with Genetic Algorithm

Throughout the design of an SMC and ST-SMC, one issue arises, which is selecting the val-

ues of design control parameters. The closed loop system’s performance and stability depend

on these design parameters. SMC and ST-SMC-based applications could base the setting of

these design control parameters on a trial-and-error process. However, this method is time-

consuming and may not result in the best setting of these design control parameters. As a

result, �nding their optimal values automatically requires the use of an optimization approach.

Before thinking about how we tune a controller (i.e. adjust the controller parameters to produce

an optimal controlled response) we need to decide what constitutes a good response. There

are, in fact, many different measures which can be used to compare the quality of controlled

responses. An inherent intention is to minimize errors in any feedback control system, and

hence, in order to keep track of the errors at all time from zero to in�nity and to minimize them

continuously, a performance measure in terms of integral absolute error (IAE), integral of time

squared error (ITSE), integral squared error (ISE) and integral of time absolute error (ITAE)

are de�ned. The minimization of performance measures will ensure the minimization of error.
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As a result, most performance measures are expressed in terms of either absolute value of error

or square error.

As GA optimization is used in this thesis for the purpose of tuning the controller parameters,

it is necessary to �nd the objective function to be minimized as one of the basic thing to be

de�ned �rst. ITAE has been used due to its advantage of integral time factor over ISE and

IAE. The ITAE produces a minimum overshoot with a low rise time and a low settling time.

It is used to reduce system errors and give the best gain values for a desired system response

requirement. Where it is expressed as: Integral time Absolute Error (ITAE)

ITAE =
Z 1

0
tje(t)jdt

The ITAE criterion seeks to reduce the control system’s time-multiplied absolute error. The

time multiplication term effectively reduces the settling time, which cannot be accomplished

using IAE or ISE based tuning, by penalizing the error more at later stages than at the beginning.

Since the absolute error is included in the ITAE criterion, the maximum percentage of overshoot

is also minimized [38].

3.5.7 Genetic Algorithm

Genetic algorithm (GA) is search algorithm inspired by the biological evolution of living things

and based on the principles of natural selection and genetics. They were introduced by J. Hol-

land in the 1970s. Genetic algorithms abstract the problem space as a population of individuals

and iteratively produce generations in order to �nd the �ttest individual. GA evolves an initial

population of individuals into a population of high-quality individuals, with each individual

representing a solution to the problem to be solved. A �tness function, which is a quantitative

representation of each rule’s adaptation to a speci�c environment, is used to assess the quality

of each rule [39].

GA is relatively easy to implement, and there is a lot of �exibility in the setup of the algorithm

so that it can be applied to a wide range of problems [40]. It is typically made up of two

processes. The �rst process is the selection of an individual for the production of the next

generation, and the second process is the manipulation of the selected individual by crossover

and mutation techniques to form the next generation [41].
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Encoding: The encoding and evaluation functions are two common problem-dependent com-

ponents of genetic algorithms. The problem to be solved began with problem encoding (prob-

lem representation) as a �rst step in translating the problem to a computer language. There are

various representation methods such as: Binary, Permutation, Value and Tree encoding [42].

Genetic algorithms work with a population of strings or chromosomes instead of considering

parameters directly. Hence, to solve our problem, the controller parameter should be coded

to a string called chromosome. The binary coding method was chosen in this thesis for its

convenience and simplicity. In binary encoding technique, each chromosome is represented by

strings of bits 00s and 10s.

The diagram described in �gure 3.8 summarizes how the genetic algorithm works.

Population initialization

Fitness evaluation

Condition 
fulfilled

Yes Best Result
output

No

Selection of parents

Crossover(selected 
parents)Mutation

Children/New 
population

Encoding 

Figure 3.8: GA �ow chart

Genetic Algorithm Steps [41, 42], the following are GA steps from initialization to termination.

Initialization: The �rst step in any genetic algorithm is the generation of a starting population

of random individuals. Each generated individual is then represented as a chromosome in a

sequence of L-length strings that corresponds to the problem encoding. The step concludes

with the generation of a random population in �genotype.� In general, this initial population is

randomly generated and can be of any size, from a few individuals to thousands.

Fitness evaluation: Fitness is a metric used to assess the suitability of a chromosome. Ac-

cording to the survival of the �ttest principle, a chromosome with a higher �tness value is

more likely to contribute one or more offspring in the next generation. Evaluation function or

objective function rates performance based on particular de�ned aspects.
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By employing genetic algorithms, the performance criterion is related to the �tness function,

and optimal SMC and ST-SMC parameters are derived by minimizing an objective function,

ITAE in this thesis.

GA Operators: selection, crossover and mutation are major operators in GA.

Selection: The selection process (reproduction) determines which chromosomes are chosen

for mating and reproduction, as well as the number of offspring produced by each chosen

chromosome. The main goal of the selection process is that �the better an individual is, the

more likely it is to be a parent.�

After the initial population initialization, the next step in GA is the selection operation. This

is the �rst genetic operation. There are several methods of selection: Fitness Proportionate

Selection which can be applied in two ways: Roulette Wheel Selection method or Stochastic

Universal Sampling method, Rank based, Tournament and Survivor Selection.

Crossover: Crossover( recombination) is a method used in genetic and evolutionary algorithms

that is based on the biological process of crossover done during reproduction. This method is

one of the few ways to generate new solutions from existing populations by combining the

genetic information of parent chromosomes to generate a new population or offspring. It gen-

erally uses bit arrays, trees, or vectors of real numbers, so each genetic representation can be

operated with crossover operators of various types. Single point crossover, two point crossover

and uniform crossover are among the types of crossover methods.

Uniform crossover: The child’s genetic data is chosen independently from the two parents

using a �xed uniform distribution. Unlike in the single point and two point methods, this type

of crossover exchanges individual bits rather than segments during the crossover operation.

Mutation: It is one of the operators in a genetic algorithm that is used to genetically diversify

the genetic population from generation to generation. Normally, mutation occurs following

crossover. This operator applies changes to one or more �genes� at random to produce a new

offspring, resulting in new adaptive solutions while avoiding local optima.

By using mutation, the GA can increase population diversity, resulting in a better solution set in

subsequent generations compared to the previous one. This actually occurs in accordance with

the mutation probability, which is set by the user. There are different types of mutation, among

which the following are listed. Bit Flip Mutation, Boundary mutation, non-uniform mutation,

Uniform mutation and Gaussian mutation.
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Gaussian mutation: This operator chooses a unit Gaussian distributed random value and ap-

pends it to the targeted gene. If the added value exceeds the user-speci�ed upper or lower limit,

the obtained gene value is snipped.

GA Parameters: Maintaining �balanced� parameter values improves the GA’s solution. Us-

ing the above operators GA also employs fundamental parameters [42], which are Crossover

rate/probability, Mutation rate/probability and Population size. And the other parameters in-

cluded on GA optimization method is number of generations which tells the number of cycles

before the termination. and it is optional to be determined �rst.

� The number of chromosomes in a population is expressed as population size (in one

generation).

� Crossover rate/probability: speci�es how frequently a crossover will occur. The crossover

rate is in the [0, 1] range.

� Mutation rate/probability: The probability of a chromosome being mutated. If the rate of

mutation is one hundred percent, the entire chromosome is altered. If it is zero percent,

then nothing changes. It is in the [0, 1] range. High mutation rates almost always resulted

in random search, and mutation rates were always lower than crossover rates[42].

GA termination condition: GA can be terminated for a variety of reasons. The �rst point to

mention is that the process discovered an excellent solution. However, it is possible that the

algorithm became convergent if the �tness did not rise above a prede�ned threshold. Time and

other constraints could also be reasons for termination.

3.5.8 SMC and ST-SMC parameters with GA optimization

GA tuning for SMC and ST-SMC: ITAE is used as an objective function (�tness function) to

optimize SMC and ST-SMC control parameters, with three variables to be �ne-tuned (c1; c2; K)

in case of SMC and four variables to be �ne tuned (c1; c2; K1; K2) in the case of ST-SMC.

The GA parameters selected for SMC and ST-SMC tuning are expressed in table 3.2. These

parameters are selected from simulation test results that give better performance.
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Table 3.2: GA Operators and parameters selected to tune SMC and ST-SMC

Parameter Type/value

Encoding Binary

Population size 50

Function tolerance 1 � 10�9

Selection Uniform

Crossover Uniform

Mutation Gaussian

The GA convergence curve that gave optimal values of SMC and ST-SMC control parameters

looks like the following �gures 3.9 and 3.10 convergence curve for SMC and for ST-SMC

respectively.
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Figure 3.9: GA convergence curve for
SMC
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Figure 3.10: GA convergence curve for
ST-SMC

The SMC and ST-SMC controller parameters using GA optimization results with the corre-

sponding �tness value are presented in Table 3.3.

Table 3.3: SMC and ST-SMC controller parameters from GA optimization

Controller
Sliding surface coef�cient Controller gain Performance Index

c1 c2 k1 k2 ITAE

SMC 37:0868 5:4024 17:0579 - 8:8595� 10�3

ST-SMC 99:8413 4:1873 1:7202 0:1903 8:0418� 10�3

The performance of these designed controllers is analyzed in the next chapter using the devel-

oped pitch control model.
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Simulation Results and Discussion

4.1 Introduction

In this chapter, the simulation results of the designed controllers are discussed. The simula-

tion of aircraft pitch control was carried out using the MATLAB R2021a version to verify the

performance of the designed controllers: the super twisting-sliding mode controller, the sliding

mode controller, and the linear quadratic regulator. The MATLAB/Simulink built-in blocks

allow us to simulate the system control.

4.2 MATLAB/Simulink Model of the System

A simulation is a model execution that uses input data to derive information from the model.

The simulation might be based on a real-life or �ctitious situation. The system model was

evaluated with simulation using MATLAB/Simulink. In this section, a Simulink model of the

system and the designed controllers are presented.

The system model and controller are built in Simulink using basic Simulink building blocks

and MATLAB functions. In this model, the MATLAB/Simulink block implements the men-

tioned aircraft pitch model, and the reference generator block generates the desired reference as

de�ned by the user. The controllers are LQR, SMC, and ST-SMC, and GA is used to search the

design parameters of SMC and ST-SMC controllers. The model is used to study the reference

tracking (regulate to the reference) performance and also phenomena and magnitude of control

efforts. The overall Simulink model implemented on MATLAB is shown in Figure: (4.2) for

system model controlled by LQR, Figure: (4.3) for system model controlled by SMC, Figure:

(4.4) for system model controlled by ST-SMC respectively. Open loop structure of the system

Model with MATLAB/Simulink is also shown in Figure (4.1).

The purpose of controllers was to select the appropriate elevator de�ection angle such that the

system can achieve the desired reference pitch angle in any condition. In the simulation the

initial conditions are taken as [ �65rad; 0; 0], for the pitch angle (�), pitch rate (q) and angle of

attack (�) respectively.
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Figure 4.1: Open loop structure of system model with MATLAB/Simulink
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Figure 4.2: Simulink block diagram for aircraft pitch control with LQR

For the purpose of limiting the controller starting value, the upper and lower boundaries of the

elevator de�ection angle are included in the Simulink models for SMC and ST-SMC. In the

case of LQR control, the control effort is determined by varying the Q and R values at the

sacri�ce of performance.
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Figure 4.3: Simulink block diagram for aircraft pitch control with SMC
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Figure 4.4: Simulink block diagram foraircraft pitch control with ST-SMC

4.3 Simulation Results and Analysis

In this section, system response without a controller was investigated in both open loop and

closed loop forms, and the performance of proposed controllers was evaluated using aircraft

pitch control simulations. In simulation analysis representations [x1LQR,x1SMC,x1STSMC]

are equivalent to the actual values [�LQR, �SMC, �STSMC] and these LQR, SMC and STSMC

are applied for differentiation of similar states for the Linear quadratic regulator, Sliding mode

and Super twisting sliding mode controllers respectively.

The simulation result of the open loop system and the closed loop system with unity feedback

in Figures 4.5 & 4.6 shows that the system is unstable in its open loop state and can be stable

in its closed loop state if an appropriate controller is applied to it. The closed loop system is

stable even without any disturbances or other interventions, and it only requires advancement

performance characteristics.

Simulation results presented in Figures 4.7 & 4.8 show the parameter selection for the LQR

controller through the MATLAB simulation test results corresponding to performance charac-

teristics and control effort. In Figure 4.7, the effect of R on system performance and control

effort was determined. It shows that as R increases, it penalizes the control effort at the expense

of performance, and as R decreases, the control effort required increases. And in Figure 4.8, by

restricting R to 1, the effect of Q on system performance and control effort was determined. As

Q increases, it tries to make the performance better, but at the cost of control effort, and very

small values have less performance for the system. From these analyses, appropriate values of

Q and R are selected based on their effect on performance characteristics and control effort.
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Figure 4.7: Pitch response & controller magnitude test with different values of R

Figure 4.8: Pitch response & controller magnitude test with different values of p
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Pitch Angle Response: The designed controllers results the output pitch angle track the ref-

erence. Figure: 4.9 shows the simulation result of pitch angle control with LQR, SMC and

ST-SMC controllers. The response characteristics from simulation results the LQR controller

to track/regulate the level �ight of pitch angle (� = 0.12 rad) with a rising time of 0.5758 sec,

settling time of 1.6043 sec, percent overshoot of 2.8672% , and steady-state error 0.0034%.

And the SMC optimized with GA tracks the reference with a rising time of 0.3666 sec, settling

time of 0.7315 sec, zero overshoot and steady-state error. ST-SMC optimized with GA results

a reference track with a rising time of 0.3426 sec, settling time of 0.5605, zero overshoot,and

steady-state error. On the other, ST-SMC reaches a steady state error of zero lag to SMC, which

is above 5 seconds, to reach 0.12 rad of pitch angle after settling into the region of tolerance.

Figure 4.9: Pitch angle position response
with controllers

Figure 4.10: Controller signals for LQR,
SMC and ST-SMC

Figure (4.10) shows the control signal generated by LQR, SMC, and ST-SMC controllers to

regulate the pitch angle � = 0.12 rad from the MATLAB simulation result.

Figure 4.11: Surface for SMC and ST-
SMC

Figure 4.12: Error signal with LQR, SMC
and ST-SMC
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Figure 4.11 shows what looks like the simulation result of the designed surface for SMC and

ST-SMC: As it is expected to be zero after the reaching phase, the simulation results show that

the surface is zero for sliding the system. The simulation result for the error signal is presented

in the Figure : 4.12, it shows that the steady state error values are zero and near zero for each

controller differently.

From the simulation, the LQR controller results in an overshoot of 2.8672% and a steady-state

error of 0.0034%, which makes its performance less than that of the other proposed controllers,

SMC and ST-SMC. And on the other side, the SMC control signal has a high chattering effect,

which will affect the actuator’s life.

4.3.1 Robustness Analysis of Designed Controllers

The robustness of designed controllers was tested using MATLAB simulation in this section.

Simulation was done by varying some parameters of the system model to see the controller’s

performance to resist variation of the system model parameters in different situations during

�ight. From the aircraft system model parameters, the mass and the dynamic pressure are

considered for robustness analysis in this thesis.

When the mass is Decrease due to Fuel Slosh

The mass of the aircraft is assumed to be constant at the instant of the model’s derivation, but in

reality, as the �ight goes on, most of the fuel is consumed (burned) at the cruise state of �ight

since it covers the longest journey. Almost all (75�80%) of the fuel is consumed during cruise,

15�20% during takeoff, and the rest (5�10%) during descent. According to the maximum

takeoff and maximum landing weight relationship, fuel accounts for nearly 20% of the total

weight assumed; the analysis is based on this relationship.

Variation of the mass affects the two longitudinal dimensional derivatives (Z� and Z�e), which

alters the state and control matrices.

where

8
><

>:

Zw =
�(CL�+CD0)QS

mu0
( s�1) ; Z� = u0Zw

Z�e = �CZ�eQS=m (ft=s2)

We can get full information about the longitudinal derivatives calculation from appendix B.
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Evaluation of these derivatives using these calculations on the decrease of mass with 5%, 10%

and 15% results Z�=[-371.1132, -391.7306, -414.77] and Z�e =[-26.829, -28.3836, -30.0533]

respectively.

Substituting these values in equation (3.27) in Chapter 3 of the system model, variables are

varied accordingly.

5% mass decrease: as the mass is decreased by 5% the dynamics becomes like this

_x1 = x2

_x2 = �0:6474x2 � 1:2445x3 + 1:6895U

_x3 = x2 � 0:5514x3 + 0:0399U

10% mass decrease: When the mass is decreased by 10%, the dynamics become the following:

_x1 = x2

_x2 = �0:6474x2 � 1:2413x3 + 1:6892U

_x3 = x2 � 0:5820x3 + 0:0421U

15% mass decrease: When the mass is decreased by 15%, the dynamics looks like:

_x1 = x2

_x2 = �0:6474x2 � 1:2377x3 + 1:6890U

_x3 = x2 � 0:6163x3 + 0:0446U

The pitch angle response with the controllers for a mass decrement with different percents from

the simulation result is shown in the Figures: Pitch Angle Response with LQR is depicted in

Figure (4.13), SMC is depicted in Figure (4.14), & ST-SMC is depicted in Figure (4.15).

According to the simulation result in Figure (4.13) the performance indices with LQR for a 5,

10, and 15% decrement of mass are: a rise time of 0.5758 sec, a settling time of 1.6060 sec, an

overshoot of 2.8729% and a steady state error of 0.0034 for a 5% mass decrease. a rise time of

0.5759 sec, a settling time of 1.6081 sec, an overshoot of 2.8802% and a steady state error of

0.0034 for a 10% mass decrease. And for a 15% mass decrease, LQR performs with a rise time

of 0.5758 sec, a settling time of 1.6105 sec, an overshoot of 2.8891% and a steady state error

of 0.0034%.
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Figure 4.13: Pitch Angle Position with LQR for Mass Decrement

Figure 4.14: Pitch Angle Position with
SMC for Mass Decrement

Figure 4.15: Pitch Angle Position with
ST-SMC for Mass Decrement

From the simulation result in Figure (4.14) SMC performs with a rise time of 0.3670 sec, a set-

tling time of 0.7457 sec, and zero overshoot and steady-state error. For a 10% mass decrement,

SMC performs with a rise time of 0.3675 sec, a settling time of 0.7316 sec, and zero overshoot

and steady state error. For a 15% decrement, SMC performs with a rise time of 0.3680 sec, a

settling time of 0.7381 sec, zero overshoot and steady state error.

From the simulation result in Figure (4.15) ST-SMC performs with a rise time of 0.3426 sec,

a settling time of 0.5607 sec, zero overshoot, and zero steady-state error. For a 10% mass

decrement, the ST-SMC performs with a rise time of 0.3427 sec, a settling time of 0.5610

sec, zero overshoot, and a steady-state error of 0%. For a 15% mass decrement, the ST-SMC

performs with a rise time of 0.3427 sec, a settling time of 0.5612 sec, zero overshoot, and zero

steady-state error.
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In general, the mass decrement due to fuel slosh in aircraft pitch control has no great effect

on the performance of the designed controllers. Except in the case of LQR, any increase in

overshoot, no matter how small, will reduce ride comfort because pitch control should be free

from overshoot.

When the Dynamic Pressure is Varied due to Variation of Air Density

Since dynamic pressure (Q) is expressed as (Q = 1
2�v

2), it varies with air density and moving

body speed. Because the model takes account of constant speed, the dynamic pressure can

be varied with air density(�) variation as a result of temperature, humidity, and other factors.

The variation of dynamic pressure affects all the model parameters of the matrices. The effect

of the dynamic pressure variation on the designed controllers was examined with a MATLAB

simulation with a decrement and increment of Q’s value by 5% and 10% as follows.

The variation of dynamic pressure affects all the model parameters of the matrices. The dy-

namics of the system with different values of Q are discussed as follows:

5% decrease of Q: The dynamics of the system when Q is decreased by 5% are :

_x1 = x2

_x2 = �0:615x2 � 1:1876x3 + 1:6053U

_x3 = x2 � 0:4977x3 + 0:0361U

10% decrease of Q : The dynamics of the system when Q is decreased by 10% looks:

_x1 = x2

_x2 = �0:5826x2 � 1:1277x3 + 1:5211U

_x3 = x2 � 0:4715x3 + 0:0342U

5% increase of Q: The system dynamics when Q increase by 5% looks the following

_x1 = x2

_x2 = �0:6797x2 � 1:3069x3 + 1:7758U

_x3 = x2 � 0:5500x3 + 0:0398U
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10% increase of Q: The system dynamics when Q increased by 10% looks the following

_x1 = x2

_x2 = �0:7121x2 � 1:3661x3 + 1:8581U

_x3 = x2 � 0:5762x3 + 0:0418U

The simulation results for various values of Q using the above-described dynamics are shown

in the following Figures below.

Figure 4.16: Pitch Angle Position with
SMC when Q varies

Figure 4.17: Pitch Angle Position with
ST-SMC when Q varies

Figure 4.18: Pitch Angle Position with LQR when Q varies

From the simulation result depicted in Figure (4.18) for a 5% dynamic pressure (Q) decrement,

a linear quadratic regulator (LQR) performs with a rise time of 0.5769 sec, a settling time of

1.6524 sec, an overshoot of 3.3101% and a steady-state error of 0.0039. For a 10% dynamic

pressure (Q) decrement, LQR performs with a rise time of 0.5787 sec, a settling time of 1.7000

sec, an overshoot of 3.7982% and a steady state error of 0.0045. For a 5% dynamic pressure
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(Q) increment, it performs with a rise time of 0.5751 sec, a settling time of 1.5545 sec, an

overshoot of 2.4640% and a steady state error of 0.0029. And for a 10% dynamic pressure

(Q) increment, a linear quadratic regulator (LQR) performs with a rise time of 0.5753 sec, a

settling time of 1.5023 sec, an overshoot of 2.1046% and a steady-state error of 0.0025%. The

simulation result shows that when the value of the dynamic pressure decreases, the response

with the LQR controller becomes slow, and the overshoot and steady-state error increase. On

the other hand, as the value of dynamic pressure increased, the response became faster, with

less overshoot and steady-state error. The increment and decrement of performance indices

with variations in dynamic pressure are compared to the response with the natural dynamics

�rst de�ned for controller design. From these results, the dependence of LQR on the system

model parameters is assured.

From the simulation result depicted in Figure 4.16, for a 5% dynamic pressure (Q) decrement,

the SMC performs with a rise time of 0.3545 sec, a settling time of 0.6880 sec, and zero

overshoot and steady-state error. for a 10% dynamic pressure (Q) decrement, it performs with

a rise time of 0.3607 sec, a settling time of 0.7224 sec, and zero overshoot and steady-state

error. The SMC performs with a rise time of 0.3693 sec, a settling time of 0.7407 sec, and zero

overshoot and steady-state error when a 5% dynamic pressure (Q) increment is applied. And

for a 10% dynamic pressure (Q) increment, the SMC performs with a rise time of 0.3628 sec, a

settling time of 0.7149 sec, and zero overshoot and steady-state error.

From the simulation result depicted in Figure 4.17, for a 5% dynamic pressure (Q) decrement,

the ST-SMC performs with a rise time of 0.3460 sec, a settling time of 0.5570 sec, zero over-

shoot, and steady state error. For a 10% dynamic pressure (Q) decrement, the ST-SMC performs

with a rise time of 0.3487 sec, a settling time of 0.5609 sec, zero overshoot, and a steady state

error. And when a 5% dynamic pressure (Q) increment is applied, the SMC performs with a

rise time of 0.3447 sec, a settling time of 0.5581 sec, zero overshoot, and steady-state error.

From the simulation result for a 10% dynamic pressure (Q) increment, the super-twisting slid-

ing mode controller (ST-SMC) performs with a rise time of 0.3416 sec, a settling time of 0.5547

sec, zero overshoot, and steady-state error.

The simulation result shows that the increment and decrement of the dynamic pressure have a

small effect on the rise time and settling time of these proposed controllers (LQR, SMC, and

ST-SMC). However, the overshoot and steady-state error of the LQR controller are affected by

the increment and decrement of dynamic pressure. From this, we can conclude that the LQR

controller is very sensitive to system model parameter variation, but not the SMC or ST-SMC.
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Response with the Presence of Disturbance

Figure 4.19: Pitch angle position with dis-
turbance

Figure 4.20: System response with appli-
cation of different reference

Figure 4.19 shows that the addition of a disturbance with 40% of the reference value in the sys-

tem with the controller results in SMC and ST-SMC rejecting the disturbance without affecting

the response. The presence of a disturbance in�uences the response with the LQR controller;

once the disturbance has dissipated, the response returns to the former. From this, we can see

that SMC & ST-SMC has better performance than the LQR in the case of disturbance rejec-

tion. And the simulation result in Figure 4.20 shows that the system response with the proposed

controllers can follow the track when the reference is varied according to the condition of �ight.

The performance characteristics with different perspectives for these proposed controllers are

summarized in the following table 4.1.

Table 4.1: Summary of Results for the Proposed Controllers

Response characteristic
Controller

LQR SMC ST-SMC

Rising Time Tr 0:5758 0:3666 0:3426

Settling Time Ts 1:6043 0:7315 0:5605

Percent Overshoot (%OS) 2:8672 0 0

Response to a sudden disturbance disturbed rejected rejected

Response to parameter variation vary resist resist

Controller signal behavior normal chattering exist normal

From the observations of simulation results in this thesis from different perspectives, it is easy

to conclude that ST-SMC is a better controller for the pitch control system of aircraft.
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5.1 Conclusion

One of the three motions involved in aircraft control is pitch control. For aircraft pitch con-

trol, linear quadratic regulators, sliding mode controllers, and super-twisting sliding mode con-

trollers are discussed in this thesis. These controllers were developed based on the linearized

longitudinal dynamics of aircraft. The design procedure of LQR, SMC, and ST-SMC is de-

veloped, and the asymptotic stability of SMC and ST-SMC is discussed. GA optimization is

used to get the optimal control parameters of SMC and ST-SMC, whereas the LQR controller

gains are found by varying the Q and R matrices with MATLAB simulation test. Comparative

analysis between the proposed controllers was done with regards to dynamic performance char-

acteristics, control signal behavior, and sensitivity to parameter variation. MATLAB simulation

results LQR controllers regulate a pitch angle of 0.12 rad with a rising time of 0.5758 sec, a

settling time of 1.6043 sec, a percent overshoot of 2.8672% and a steady-state error 0.0034%.

and the SMC with a rising time of 0.3666 sec, a settling time of 0.7315 sec, zero overshoot,

and zero steady-state error. And also ST-SMC with a rising time of 0.3426 sec, a settling time

of 0.5605 sec, zero overshoot, and and zero steady-state error.

In terms of design performance indices, the simulation results for LQR, SMC, and ST-SMC

show that ST-SMC outperforms LQR and SMC for aircraft pitch control on the speci�ed pa-

rameters. In the case of sensitivity, the LQR controller is sensitive to system model parameter

variation. SMC and ST-SMC are insensitive to parameter variation. On the other hand, in the

case of control signal behavior, SMC has the cost of a chattering control signal. SMC and

ST-SMC reject some amount of disturbance added with a sudden time, but LQR is affected

by a disturbance despite the fact that it can reach a settling point after the disturbance has dis-

sipated. As a result, we draw the conclusion that ST-SMC outperforms SMC and LQR as a

controller for aircraft pitch control systems.

5.2 Recommendation

This thesis was done for an aircraft pitch control system using a linearized longitudinal model.

In the future, the work could be developed to include work on the nonlinear longitudinal model
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for pitch control. Another suggestion is to perform aircraft lateral control (roll and yaw aircraft

control). After working on individual controls, it is recommended that the control system be

applied to the entire coupled aircraft model for future work.

In the case of optimization, using a hybrid optimization with the advantage of different algo-

rithms is recommended rather than an individual. For example, combining algorithms with fast

response but that will converge to local extremes with those with slow response but that will

converge to global extremes results in the best value within the shortest time.
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Appendix

Mathematical Modeling Analysis of Aircraft

Newton second law is applied to solve the equations of the aircraft:

A.1 Force Equations:

m
�
d( �V )
dt

�

inertial
= m�ainertial = �F (5.1)

The system is rotating with respect to an inertial reference frame and equations are expressed

in the body axis system.

Expressing the body measurement in the inertial reference frame

(�aInertial )body = _�Vbody + �!body � �Vbody

The velocity vector in the body axis system, �Vbody , is de�ned as

�Vbody = Uî+ V ĵ +Wk̂

where U; V , and W are the velocities in the x; y, and z body axes, respectively

The aircraft angular rate in the body axis system, �!body Body, is de�ned as

�!body = P î+Qĵ +Rk̂

P;Q, and R are the roll, pitch, and yaw rates, respectively expressed in the body axis.

(�aInertial )body =

2

6664

_U
_V
_W

3

7775

body

+

2

6664

î ĵ k̂

P Q R

U V W

3

7775

body

(�aInertial )body =

2

6664

_U +QW �RV
_V +RU � PW
_W + PV �QU

3

7775

body
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Multiplying the inertial acceleration in the body axis system by the mass m of the aircraft yields

the three force equations

m

2

6664

_U +QW �RV
_V +RU � PW
_W + PV �QU

3

7775

body

=

2

6664

Fx

Fy

Fz

3

7775

body

= �Fbody

Where Fx; Fy&Fz are the applied forces that act on the aircraft. They consist of the gravity

forces, the aerodynamic forces, and the thrust forces.

m( _U +QW �RV ) = FGx + FAx + FTx

m( _V +RU � PW ) = FGy + FAy + FTy

m( _W + PV �QU) = FGz + FAz + FTz

(5.2)

A.2 Moment Equations:

The three moment equations are determined by applying Newton’s 2nd law in a manner similar

to the three force equations.

�
d �H
dt

�

Inertial
= �M

H is the angular momentum of the aircraft and is de�ned as

�H = �r � (m �V )

Examining a small elemental mass, dm, of the aircraft that is located at some distance from the

aircraft’s center of gravity.

And assuming that the elemental mass is rotating about the aircraft center of gravity with a

positive roll rate, pitch rate, and yaw rate (P, Q, and R, respectively).

The distance from the center of gravity to the small mass can be de�ned as:

�rdm = xî+ yĵ + zk̂
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The velocity of the small mass dm relative to the center of gravity is expressed as:

�Vdm =
�
d�rdm
dt

�

body
+ �!body � �rdm

� But the aircraft is assumed to be a rigid body, �rdm is constant

�
d�rdm
dt

�

body
= 0

�Vdm = �!body � �rdm =

2

6664

î ĵ k̂

P Q R

x y z

3

7775

�Vdm = (Qz �Ry)̂i+ (Rx� Pz)ĵ + (Py �Qx)k̂

The linear momentum developed is found simply by multiplying the mass and velocity as:

LinearMomentum = dm � �V

= dm � [(Qz �Ry)̂i+ (Rx� Pz)ĵ + (Py �Qx)k̂]

The angular momentum of the differential mass, dm, is developed using

d �Hdm = �rdm �
�
dm �Vdm

�

d �Hdm =

2

6664

î ĵ k̂

x y z

dm(Qz �Ry) dm(Rx� Pz) dm(Py �Qx)

3

7775

Carrying out cross product & regrouping terms, the angular momentum components become:

dHx = P
�
y2 + z2� dm�Qxydm�Rxzdm

dHy = Q
�
x2 + z2� dm�Ryzdm� Pxydm

dHz = R
�
x2 + y2� dm� Pxzdm�Qyzdm

Then integrate the expressions for the angular momentum of dm over the entire aircraft, the

three components for the angular momentum of the entire aircraft are:
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Hx =
Z
dHx = P

Z �
y2 + z2� dm�Q

Z
xydm�R

Z
xzdm

Hy =
Z
dHy = Q

Z �
x2 + z2� dm�R

Z
yzdm� P

Z
xydm

Hz =
Z
dHz = R

Z �
x2 + y2� dm� P

Z
xzdm�Q

Z
yzdm

Where P, Q, and R are taken outside of the integration since they are not functions of the mass.

The moments of inertia are indications of the resistance to rotation about that axis and products

of inertia are an indication of the symmetry of the aircraft.

Moment of inertia Ixx; Iyy&Izz are de�ned as:

Ixx =
Z �

y2 + z2� dm

Iyy =
Z �

x2 + z2� dm

Izz =
Z �

x2 + y2� dm

Product of inertia Ixy; Ixz&Iyz are de�ned as:

Ixy =
Z

(xy) dm

Ixz =
Z

(xz) dm

Iyz =
Z

(yz) dm

Substituting the moments and products of inertia

Hx = PIxx �QIxy �RIxz

Hy = QIyy �RIyz � PIxy

Hz = RIzz � PIxz �QIyz

It can be expressed as:
�H = Hxî+Hy ĵ +Hzk̂

�H = �I �!

Where �I is the aircraft’s inertia tensor expressed as:

�I =

2

6664

Ixx �Ixy �Ixz

�Ixy Iyy �Iyz

�Ixz �Iyz Izz

3

7775

Body

and �! is the aircraft’s angular rate the expression become.

HB =

2

6664

Ixx �Ixy �Ix

�Ixy Iyy �Iyz

�Ix �Iyz Izz

3

7775

Body

2

6664

P

Q

R

3

7775
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Hx = PIxx �QIxy �RIx

Hy = QIyy �RIyz � PIxy

Hz = RIzz � PIxz �QIyz

An aircraft has an xz plane of symmetry when the left side of the aircraft is a mirror image of

the right side about the xz plane. If the aircraft is assumed to have an xz plane of symmetry the

Iyz and Ixy products of inertia are zero.

Using the assumption the angular momentum components for the aircraft become

Hx = PIxx �RIxz

Hy = QIyy

Hz = RIzz � PIxz

�H = (PIxx �RIxz) î+ (QIyy) ĵ + (RIzz � PIxz) k̂

Determining the angular momentum vector of the aircraft, the �nal step is to take the rate of

change of the angular momentum vector with respect to inertial space represented in the aircraft

body axis system.

�
d �H
dt

�

Inertial
=
�
d �H
dt

�

body
+ !body � �Hbody

�
d �H
dt

�

body
=

2

6664

_PIxx � _RIxz + P _Ixx �R _Ixz
_QIyy +Q _Iyy

_RIzz � _PIxz +R _Izz � P _Ixz

3

7775

body

As assumed the mass distribution of the aircraft is constant, the moments and products of inertia

do not change with time. Which results [d �H
dt ]body to be expressed as:

�
d �H
dt

�

body
=

2

6664

_PIxx � _RIxz
_QIyy

_RIzz � _PIxz

3

7775

body
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And on the other hand ! � �Hbody is expressed as:

! � �Hbody =

2

6664

i j k

P Q R

PIxx �RIxz QIyy RIzz � PIxz

3

7775

body

! � �Hbody =

2

6664

Q (RIzz � PIxz)�RQIyy

R (PIxx �RIxz)� P (RIzz � PIxz)

PQIyy �Q (PIxx �RIxz)

3

7775

body

Rearranging and grouping terms results rate of change of the angular momentum vector with

respect to inertial space represented in the aircraft body axis system like to be.

�
d �H
dt

�

Inertial body
=

2

6664

_PIxx +QR (Izz � Iyy)� ( _R + PQ)Ixz
_QIyy � PR (Izz � Ixx) + (P 2 �R2) Ixz
_RIzz + PQ (Iyy � Ixx) + (QP � _P )Ixz

3

7775

body

These equation gives the three moment equations of motion in the body axis system.

_PIxx +QR (Iz � Iyy)� ( _R + PQ)Ixz = L

_QIyy � PR (Iz � Ixx) +
�
P 2 �R2� Ixz = M

_RIzz + PQ (Iyy � Ixx) + (QP � _P )Ixz = N

Where L;M, and N are rolling moment, pitching moment, and yawing moment, respectively.

63



APPENDIX B: Longitudinal derivatives of Aircraft

Summary of longitudinal derivatives

Xu =
� (CDu + 2CD0)QS

mu0

�
s�1�

Xw =
� (CDa � CL0)QS

mu0

�
s�1�

Zu =
� (CLu + 2CL0)QS

mu0

�
s�1�

Zw =
� (CL� + CD0)QS

mu0

�
s�1�

Z _w = �Cz _�

�c
2u0

QS= (u0m)

Z� = u0Zw
�
ft=s2� or

�
m=s2�

Z _� = u0Z _w(ft=s) or (m=s)

Zq = �CZq
�c

2u0
QS=m(ft=s) or (m=s)

Z�e = �CZ�eQS=m
�
ft=s2�

Mu = Cmu
(QS�c)
u0Iy

�
1

ft � s

�
or
�

1
m � s

�

Mw = Cm�
(QS�c)
u0Iy

�
1

ft � s

�
or
�

1
m � s

�

Mw = Cm _�

�c
2u0

QS�c
u0Iy

�
ft�1�

M� = u0Mw( s�2)

M _� = u0Mw
�

s�1�

Mq = Cmq
�c

2u0
(QS�c)=Iy

�
s�1�

M�e = Cm�e (QS�c)=Iy
�

s�2�
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