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Abstract 

Machine translation is an application of NLP, which can be used to translate text from one 

natural language to another natural language. This research attempted to design Amharic-

Kistanigna bidirectional machine translation. Previously, there is no research conducted on 

machine translation between Kistanigna and Amharic. Due to an increase in the number of 

language users, to addressing the issues of the endangered of the Kistanigna language and to 

increases the content of the language in web, it is essential to develop machine translation 

between Kistanigna and Amharic languages. Different official documents, news and other 

written texts in both languages needed to be translated in order to share information. Neural 

Machine Translation (NMT) is a recently proposed approach to machine translation (MT) that 

has achieved the state-of-the-art translation quality in recent years. Unlike traditional MT 

approaches, NMT aims to create a single neural network that can be tuned collaboratively to 

maximize translation performance. So, the aim of this study is to develop Amharic-Kistanigna 

bi-directional machine translation using Deep learning.  

We conduct the experiments using five encoder decoder models. These are LSTM, Bi-LSTM, 

LSTM+attention, CNN+attention, and Transformers. To conduct our experiments, we have used 

9,225 parallel sentences using both word and morpheme translation unit. In order to segment our 

morpheme data, we have used morfessor tool. To propose an optimal model with best translation 

unit we consider efficiency (training time, memory usage, and BLEU score). Finally, we have 

proposed morpheme-based bi-directional machine translation using Transformers model with a 

BLEU score of 21.31 and 22.40 from Amharic-Kistanigna and Kistanigna-Amharic translation 

respectively. The major weakness of the study is unavailablity of enough dataset to conduct an 

extensive experiment. As a result, there is a need to prepare parallel corpora for conducting 

similar research. 

 

Keywords: Amharic-Kistanigna Machine Translation, Bi-Directioanl Machine Translation, 

Neural Machine Translation, Deep Learning Approach, LSTM, Bi-LSTM, LSTM+attention, 

CNN+attention, Transformers.  
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CHAPTER ONE 

INTRODUCTION 
1.1. Background 

 Machine translation is a domain of computational linguistics, which explores the use of software 

to translate text or speech from one natural language to another natural language (Rishita et al., 

2019). It is one of the application in the field of Natural Language Processing (NLP) (Abel, 

2018). Commonly used approaches to machine translation are Rule-based (involving direct, 

transfer, and Interlingua) translations, Statistical translations, Example-based translations and 

Hybrid approaches (Okpor, 2014; Tripathi & Sarkhel, 2010). Rule Based Machine Translation 

(RBMT) relies on manually prepared linguistic rules. Whereas example-based MT could not use 

deep linguistic rules. Rather, it uses analogy principle and works by decomposing sentences into 

piece of fragments, then translate the fragments using the analogy. Statistical machine translation 

approach uses parallel corpus, which are prepared by human manually. During statistical 

machine translation (SMT) every target sentence have a possibility to become a translation of 

source sentences. Hybrid approaches take the advantage of the statistical, rule based and 

example-based approaches (Daba & Assabie, 2014; Chéragui, 2012;Okpor, 2014). But most 

commonly hybrid approach takes the advantage of rule based and statistical approaches (Daba & 

Assabie, 2014; Jurafsky, D., Martin, J.H, 2006). Currently neural machine translation (NMT) 

approach is also available, which is widely used to do Machine translation research. NMT is the 

advancement of SMT that uses parallel bilingual corpus. NMT depends on neural network 

models (Luisa Bentivogli et al. 2016). 

Machine translation can be done either uni-directional or bi-directional (Daba & Assabie, 2014). 

In case of uni-directional, translation can be done only in one direction from source language to 

target language. But in case of bi-directional, translation can be done in both directions and both 

languages can act as source and target language. 

Machine translation has its own advantages. The first advantage of machine translation is time, 

which can translate exponentially faster than human. Machine can translate thousands of words 

in every minute. But human can translate an average of 2000 words per a day (Peng, 2018). The 

second advantage is cost. The cost is also cheap comparing to manual translation. The major cost 
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data in addition to these tools we have used morfessor1 software tool to segement the words 

available in the sentence into sub words.  

1.4.3. Implementation tools 

To design the research, we have used deep learning. The reason that we selectd deep learning is, 

currently it is the most common and popular to solve the problem of machine translation. To 

conduct the experiment, we have selected Python programing language along with Keras, 

TensorFlow and PyTorch libraries. Because recently Python is popular language in research area 

and it is more involved in the current state of the art (Nitnaware, 2019; Eastwood, 2020).  

1.4.4.  Evaluation method 

To evaluate the performance of our study we have used Bilingual Evaluation Understudy 

(BLEU) score, which can evaluate the machine translation system automatically. BLEU score is 

an algorithm that evaluates the quality of text, which translated from source language to target 

language. The quality of the text is measured by evaluating closeness of the result of machine 

translation with human translation. If the machine translated text closely related with human 

translated text, the result considered as a better quality and the prototype becomes effective in 

machine translation.  

1.5. Scope and limitation of the study 

The scope of the study is designing Amharic-Kistanigna bi-directional machine translation to 

translate sentences written in Amharic text into Kistanigna text and vice versa using deep 

learning. In this study speech translation is not coverd.   

The source of the data set includes portion of Holy Bible, such as Saint Marikos, Saint Matiwos, 

and Saint Lukas Wongel, which is available in both languages and it also include the sentences 

available in Kistanigna-Amharic-English dictionary, that is written in Kistanigna, Amharic, and 

English language. We selected this because they are available and suitable for MT purpose.  

Due to the lack of other standardized ready parallel corpora for MT, all of the data set collected 

only on portions of the bible that have parallel textual data and sentences available in the 

Kistanigna-Amharic-English dictionary. 

 
1 Morfessor 2.0 documentation 
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1.6. Significance of the study 

The beneficiaries of this research include the researchers, translators and society. For 

researchers, it will be used for further investigation. The corpora will be used for any researchers, 

who want to study further. It has also significance to improve NLP research area in our local 

languages and motivating researchers to conduct MT between local languages.  

For translator it is also helpful to get a mechanism in order to change the federal written 

documents, religious documents, Amharic educational books, Kistanigna documents and 

different literal news, into local languages. It will be used to reduce the time and cost, that takes 

during manual translation. For society, it will encourage the community to share information and 

to learn the language in order to improve our local languages.   

1.7. Thesis organization 

This thesis is organized into five chapters, the first chapter describes the introduction of the 

thesis, statements of the problem with research questions, objectives of the study, the research 

methodology, the scope of the study and the significance of the study.  The second chapter 

presents literature review, which emphases overview of machine translation, approaches of MT, 

machine translation evaluation technique, the units of machine translation, techniques of word 

segmentation, background of Amharic and Kistanigna languages and related work on both local 

and international languages.The third chapter describes the method, which include the data 

preparation, the proposed architecture diagram.The fourth chapter discuss about the result and 

discussion and the findings that we have got in the study. The last chapter discusses the 

conclusion of the study and recommendations based on the study's results and findings. 
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CHAPTER TWO 

LITERATURE REVIEW 

2.1. Overview of machine translation 

Machine translation began in the 1950s and 1960s with early systems. Different report and 

research in each decade resulted the birth of modern machine translation (Hutchins, 1995; 

Sloculn, 1985). Since the beginning of research study in the field of NLP, the work on machine 

translation has become the main concern to replace the need for expert to translate between 

different language (Chéragui, 2012). 

Machine translation is a domain of computational linguistics that investigate the use of software 

to translate text or speech from one natural language to another natural language (Rishita et al., 

2019). The world is becoming together due to the increasing of computer and Internet. They 

share their knowledge, culture, tradition, history, and religious and philosophy documents in one 

natural language to another natural language through machine translation. Machine translation 

plays a great role to make accessibility of documents written in one natural language to another 

language (Arfaso, 2019; Tadesse, 2018). Machine translation can be done either uni-directional 

or bi-directional. Uni-directional machine translation works only in one direction from source to 

target. However, bi-directional works in both directions. In bi-directional machine translation 

both languages can be source and target.   

2.2. Approaches to machine translation 

(Genet, 2021;Chéragui, 2012;Okpor, 2014;Klein et al., 2020) categorized approaches that are 

commonly used in machine translation into rule-based (involving direct, transfer, and 

interlingua) translations, statistical translations, example-based translations, neural translation 

and hybrid approaches.  

2.2.1. Rule-based machine translation 

The rule-based machine translation (RBMT) approache is knowledge-based machine translation, 

which requires a lot of human efforts on the preparation of linguistic rule and resources of both 

source and target languages. The RBMT system translates a given input sentences to output 
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sentences based on morphological, syntactic, and semantic analysis of both source and target 

languages (Daba & Assabie, 2014; Okpor, 2014; Tripathi & Sarkhel, 2010). 

There are three different approaches included in RBMT. These are direct, transfer, and 

Interlingua approaches (Workinhe, 2020; Okpor, 2014; Tripathi & Sarkhel, 2010). 

Direct based translation: In this approach, translation involves word by word translation by 

using large bilingual dictionary. The word of source language is translated directly to target 

language without intermediary path. Morphological analysis, lexical analysis, local reordering, 

and morphological generation is involved in the process of direct translation (Adamkew, 2021; 

Arfaso , 2019;  Tripathi & Sarkhel, 2010). Figure 2.1 shows major tasks in direct machine 

translation approaches (Tadesse, 2018). 

Morphologica
l analysis

Local 
reordering

morphological 
generation 

Lexical 
transfer

Source Text Target 
Text

  

Figure 2.1: Major tasks in direct machine translation approaches 

Transfer-Based Translation: This is an approach that attempt to translate a source text to target 

text using intermediary representation. Under transfer-based approaches the process involved are 

analysis, structural transfer, and generation. Structural transfer can be made at two levels. These 

are syntactic transfer and semantic transfer. The syntactic transfer is suitable for closely related 

languages and the semantic transfer are used to transfer the semantic structure between source 

and target languages. The semantic transfer is more suitable for distantly related languages 

(Tadesse, 2018; Tripathi & Sarkhel, 2010; Okpor, 2014). 

Interlingual Translation: Like transfer-based translation interlingual approach also uses 

intermediary representation between languages. To generate the target text, which uses a 

language independent and abstract representation of the source text. Interlingual translation is 

suitable for multilingual machine translation. The interlingual based transfer are represented 
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using two processes, these are analysis and generation, and it is difficult for a wider domain 

(Tripathi & Sarkhel, 2010; Okpor, 2014).  

2.2.2. Statistical machine translation 

Statistical machine translation finds the most probable target sentence for a given source 

sentence from bilingual text corpora. SMT works by searching a given source language 

sentences throughout all target sentences and the one that have highest probability become 

output of the source sentences (Daba & Assabie, 2014). Figure 2.2 shows the general 

architecture of statistical MT (Tadesse, 2018). 

 

Source text

Target text

Language 
modeling Decoding Translation 

modeling

 

Figure 2.2: The general architecture of Statistical machine translation  

In case of SMT separate language modeling, translation modeling, tuning (optional) and 

decoding are done for both languages. The model for SMT can be done using different category 

unit. These are character based, morpheme-based, word-based, and phrase-based ( Arfaso, 2019; 

Almansor, 2018; Tadesse, 2018; Okpor, 2014). 

Language modeling is a probability distribution over each sequence of words. The language 

modeling is considered as a basic task in machine translation. There are two main language 

modeling types, these are N-gram language model and neural language model (Almansor, 2018). 
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database examples, and the next step is identifying related translation fragments. Then finally 

reconnect fragments to target texts. Example based machine translation works well with small set 

of data, however it has drawbacks which is not analysis the deep linguistic rule (Adamkew, 

2021; Okpor, 2014). 

2.2.4. Hybrid machine translation 

Hybrid approaches the combination of rule based, example based and statistical base machine 

translation, which take the advantages of these approachs. But most commonly it takes the 

combination of rule based and statistical approaches (Daba & Assabie, 2014). The goal of hybrid 

machine translation is to combine the best features of statistical, rule base and example-based 

machine translation and have the capability of converting a given source sentence to target 

sentences according to the rule of the model (Adamkew, 2021).  

2.2.5. Neural machine translation. 

Neural machine translation approach is recently developed translation technique using inter-

connected neural network. Neural network was introduced as advancement tool for SMT to 

facilitate the computation of statistical probability that assigned to each word in a sequence 

(Arfaso , 2019; Premjith et al., 2019). After further work of different researchers, the pure neural 

network machine translation was modeled with the idea of jointly training and translating of data 

from one natural language to other natural language (Premjith et al., 2019). 

It has been a long time since neural networks attempted for MT task. However, during the 

attempt at the early period the performance was poor. For many years, related machine 

translation research in neural network has gone ignored (Yang et al., 2020). 

As a result of the proliferation of deep learning in 2010, more and more NLP tasks have seen 

significant improvement. Deep neural networks for MT tasks have also received a lot of 

attention. (Kalchbrenner & Blunsom, 2013) proposed the first successful DNN-based machine 

translation (NMT) model, which was completely new concept for MT during that time. In 

comparison to other models, the NMT model requires less linguistic knowledge but can produce 

competitive results. Since then, many researchers have reported that NMT can outperform the 

traditional models and it has also been widely applied in industry (Yang et al., 2020). 
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Currently neural machine translation approaches are widely-adopted to do machine translation 

research. It works using parallel bilingual corpus (Luisa Bentivogli,Arianna Bisazza,Mauro 

Cettolo,Marcello Federico, 2016) . SMT was dominated the technology of machine translation 

for several decades, however it cannot handle longer context with the sentence (Arfaso, 2019). 

Neural network approach involves the building of an end-to-end neural network-based language 

modeling that used to train the aligned bilingual texts from source sentence to target sentences 

without additional external linguistic information. Figure 2.3 shows end to end structure of NMT 

model (Yang et al., 2020) 

Source sentence Encoder Decoder Target sentence

 

Figure 2.3: End to end structure of NMT model  

Neural machine translation works by using encoder-decoder language modeling in which source 

pre-processed sentence to be input to the encoder, then the encoder generates contextual 

relationship and feed to data enhancement mechanism. The decoder also accepts the encoder 

output through context vector and finally generate the target sentences. The encoder decoder 

model processes the task directly or through word embedding (Yang et al., 2020). 

Neural network Language model 

Different authors (Biadgligne & Smaïli, 2021; Arfaso, 2019) outperformed SMT by using deep 

neural network (DNN) based approaches. Nowadays, rather than using tedious steps like 

preparation of language modelling, preparation of translation modelling, tuning and decoding 

steps of SMT, using encoder-decoder based language modelling became preferred approaches 

(Workinhe, 2020). The neural language model is different from SMT n-gram language model. 

The neural language model deals with the data by converting the words to vectors and learning 

the distribution representation of words and use these vectors as input for the neural network 

(Almansor, 2018). Neural network Language model involves the building of an end-to-end 

encoder-decoder language modeling, which the neural network is trained to map aligned 

bilingual texts from source sentence to target sentences without additional external linguistic 

information (Workinh, 2020). 
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Word embedding: It necessitates some form of representation in an appropriate format before 

feeding to neural model. To convert the data into this format, each word in the sentence must be 

identified and represented by a unique id number. After assigning a unique number (identity 

number or ID) to each word, each sentence must be represented by these word id number 

sequences.  This type of representation is one-hot vector representation. Word embedding is 

generated from these sequences of one-hot vector representation. The word embedding 

transforms the dimension of a one-hot vector into the size of the designed input layer neural 

network. Word embedding represents each word with a specified dimension vector in a given 

vector space in order to represent each vocabulary of a machine translation parallel corpus data 

set. As a result, the first layer of a neural network in neural machine translation reads this vector 

representation ( Workinhe, 2020; Arfaso, 2019; Yeabsira , 2020).  

Encoder: In encoder- decoder language modeling, Encoder is to convert the word vector 

(sequences of vectors) into sentence matrix. Therefore, each row of sentence matrix encodes the 

meaning of each word in the context of the sentence. Finally feed the encoded to the context 

vector in order to use by the decoder network (Yang et al., 2020). 

Decoder: Like the encoder model, the decoder part of the NMT is built from the interconnection 

of neural networks. The context derived from the encoder data is received by the decoder part 

either through attention mechanism or directly from the network's last layer of encoders. The 

decoder part looks for a word that matches the derived context of the word representation 

sequence (Yang et al., 2020) 

Attention mechanism: Two critical issues must be addressed when modeling neural machine 

translation using encoder-decoder language modeling. The first is how to recover performance 

degradation as the length of the sequence increases. The interdependence of nearby words in a 

given sequence of words in the sentence is used to derive the context with in a sentence. 

However, if the sentence length increases, the interdependence of words at the beginning and end 

of the sentence decreases (Jurafsky & Martin, 2020; Yang et al., 2020). 

The second issue with the encoder-decoder model is how to deal with the larger number of 

vocabulary sizes available in the data. Each time a word in the sentence is visited and assigned a 

new identity number in order to identify the word by its unique id number in the data. However, 
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as the length of the dictionary increases, the number used for representation become increase. 

And the dimension of the word vector become higher. However, incorporating an attention 

mechanism into encoder-decoder language modeling solves this problem by minimizing the 

conversion of higher dimension vectors to lower dimension vectors (Jurafsky & Martin, 2020; 

Yang et al., 2020).  

The input of attention vector is the hidden state at the top layer of the encoder and the output of 

the current decoder.  The vector gets by calculating the following steps. 

1. To drive the attention weights score, the current decoding hidden state will be used to 

compare with all source states.   

2. The normalization operation for all attention weight score drives the attention weights. 

3. We then compute the weighted average of the source states as a context vector based on 

the attention weights. 

4. To obtain the final attention vector, concatenate the context vector with the current 

decoding hidden state. 

5. The attention vector is fed as an input for the next time step 

The popular deep learning model for the task of machine translation are Recurrent Neural 

Network (RNN), Convolutional Neural Network (CNN), and Transformers model. 

Recurrent Neural Network (RNN): RNN performs the process sequentially, the encoder 

network receives a single source sentence, and it reads sequentially word by word. Then, the 

model gives the encoder's final internal state (referred to as the context vector). The decoder also 

reverses the process sequentially word-by-word transforming the context vector to the target 

sentence(Jurafsky & Martin, 2020; Yang et al., 2020). However, RNN suffer from the vanishing 

and exploding gradient problem (Chung et al., 2014). So, if we're attempting to translate a 

paragraph of text, RNNs may leave out important information at the start. The use of long short-

term memory (LSTM) or Gated Recurrent Unit (GRU) neural networks is a common solution. 

They can solve these issues and can be effective at capturing long-term dependencies. However, 

LSTM and GRU have also shortage of longer contextual dependency. To overcome this problem 

different scholars (Chung et al., 2014; Yang et al., 2020)  used Bi-directional Long short-term 
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memory (Bi-LSTM), Bi-directioanl Gated Recurrent Unit (Bi-GRU), and attention mechanism. 

And they got a better performance. Figure 2.4 is the sequential work flow of how RNN model is 

predict the output during inference encoder -decoder model (Yeabsira, 2020). 

Context vector

                        �œ�Œ�à�p                    �‡�	

     

         � �Œ�¥� 
�‡�ž <eos>

  

     

                                                                            
Encoder Decoder

 

Figure 2.4: The sequential work flow of RNN 

Convolutional Neural Network (CNN): CNN has been primarily used for solving computer 

vision problem but recently it used for the problem associated with machine translation. The 

major advantage of using CNN for NLP are faster training time and capturing complex 

relationship between the words of different lengths easily ( Divya, 2021; Gehring, Auli, 

Grangier, Yarats, et al., 2017). Previously researchers used CNN with RNN, for example CNN 

encoder with RNN decoder or RNN decoder with CNN encoder (Chung et al., 2014). However, 

latter proposed a full CNN encoder- decoder language modeling which is similar to RNN 

architecture model in structure but with CNN architecture (Dakwale & Monz, 2017; Yang et al., 

2020).  CNN architecture accepts all input in parallel time using additional layer which is 

positional embedding layer, which used to hold the information of the token (Dakwale & Monz, 

2017; Gehring, Auli, Grangier, Yarats, et al., 2017; Kaiser et al., 2018; Lamb & Xie, 2015; 

Yasrab, 2018). CNN based model can capture the word dependencies within the width of its 

filters, the long dependency of words can only be found in high level convolution layers and the 

model compresses a sentence into a fixed size of the vector, a large performance reduction would 
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happen when the sentence becomes too long (Gehring, Auli, Grangier, & Dauphin, 2017; Lamb 

& Xie, 2015; Yang et al., 2020). The problem are later alleviated by Attention Mechanism (Yang 

et al., 2020). The scholars have got a better result when they have used CNN encoder decoder 

model with attention comparing to RNN even RNN with attention (Arfaso , 2019; Yang et al., 

2020). Figure 2.5 shows the work flow CNN encoder-decoder model (Divya, 2021; Gehring, 

Auli, Grangier, & Dauphin, 2017). 

 
Figure 2.5: CNN encoder-decoder model work flow  

Transformers: Like CNN, transformer does not use any recurrence which accepts all input in 

parallel time using additional layer which is positional embedding layer which used to hold the 

information of the token (Gad et al., 2022; Tan et al., 2020; Vaswani et al., 2017). But it does not 

use any convolutional layers. Instead, the model is entirely made up of feed forward layers, multi 

head self-attention mechanisms, and residual connection (Chen et al., 2019; Hasan et al., 2019; 
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Algorithm 3.3 Hybrid speech enhancement technique  
// the input is the signal filtered by spectral subtraction  

Input: speech signal enhanced by spectral subtraction  

Output: enhanced speech signal  

Apply the MMSE algorithm   

Return enhanced speech   

End  

The Figure 3.2 shows the effect of each speech enhancement techniques.  

 
 

                      (Normal)                                                     (Spectral subtraction)  

 

(MMSE)                                                                   (Hybrid)  

Figure 3 .2 sample image for the effect of speech enhancement techniques  

As we can see in Figure 3.2, the enhanced speech in spectral subtraction has less noise 

than normal speech, the Figure shows small difference. However it decrease the signal 

wave oscillation and the time. When we perform spectral subtraction the time of the 

signal is reduced from the normal and the oscillation of the signal amplitude is decreased 

in some content. Then we also remove noise using MMSE and the noise level is 
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decreased than spectral subtraction. Then to increase the performance of SER and to 

decrease the noise level. We test the hybrid filtering technique. This filtering technique is 

tested by first removing noise using spectral-subtraction then by using the output of 

spectral-subtraction as input we also remove noise MMSE.  

Spectrogram generations  

After removing noise from speech, it is required to change the raw speech signal to the 

spectrogram image. The change is required to prepare the data to input into the CNN 

model. Since in this research to learn deep features from speech signals we used the CNN 

model. So it is required to change the speech signal to a 2D spectrogram image. We used 

short Fourier transformation (STFT) for visualizing the speech signal to frequency over 

time.   

Fast Fourier Transform (FFT) :  is used for evaluating the frequency spectrum of speech 

and it transforms individual frames from the time domain into the frequency domain 

(Chavhan et al., 2010).  

In speech-related tasks like SER. Log-mel spectrogram has been shown an effective result 

for distinguishing features. When we computing the log-Mel spectrogram, we used an 

FFT window length of 2048 and the hop length is 512 then we got a 432*288 size image.   

Framing and Windowing  

Framing:  is a process of segmenting speech signals into small frames with time length. It 

enables the segmenting of non-stationary speech signals to stationary frames, and it also 

enables the Fourier Transformation of each speech signal (Chavhan et al., 2010). In this 

research, we used a 23 frame size and 50% overlap.  

Windowing : is removing signal discontinuity at the beginning and the end of individual 

frame (Chavhan et al., 2010).  We used hamming windowing techniques. The algorithm 

used to generate a spectrogram image from the speech signal is described in algorithm 

3.4.  

 
Algorithm 3.4 Generating spectrogram image from an audio   
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Input: speech signal  

Output: spectrogram image  

Begin:  

Get a speech signal;  

// Initialize all parameters used:  

nfft=1024,  hop_length=512, n_mels = 128, power = 2,window=np.hamming),sr = 44100  

Framing and Windowing of speech signal  

Apply  STFT   

Apply the FFT algorithm  

Return and save image   

End  

 

Contrast enhancement   

It is used for improving low contrast image quality and Histogram Equalization (HE) is 

one technique is used for contrast enhancement. Figure 3.3 shows the raw speech 

spectrogram image and enhanced spectrogram image by using the CLAHE technique  

 

Original image                                                      Enhanced image    

Figure 3.3 sample original and enhanced spectrogram image using CLAHE  
Image resizing  
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Improving image quality and resizing by using some techniques and methods is called 

image preprocessing. It is also the process of manipulating the original image or input 

image to visualize the necessary features. One of the preprocessing technique is image 

resizing. This is done to make the log-Mel spectrogram an input to CNN and BiLSTM 

model. When we resize an image from larger to smaller and smaller to larger will happen 

information loss. So to remove such types of problems we used an interpolation technique 

to make the resized image contain all information of the original image without 

information loss. There are many interpolation techniques from those we used CUBIC 

interpolation techniques. Because as we described in chapter two this type of 

interpolation technique preserves information better than the others.  

Algorithm 3.5 Image resizing algorithm   
Input: Enhanced images  

Output: An array of the resized image   

Begin  

Image = Enhanced image   

Image = resize (Image, 224, 224,PIL.Cubic)   

Image = image to array (Image)  

return resized Image  

3.5 Feature Extraction   
The main purpose of feature extraction is to get information from the original speech or 

spectrogram image to get a small number of parameters (feature maps). Human speech 

contains important information about human emotions. Many feature extraction 

techniques are used for extracting features from speech or spectrogram.   

3.5.1Feature extraction using CNN  

The preprocessed Mel-spectrograms are used as an input to the end to end CNN for 

feature extraction. CNN's are one of the machine learning algorithms that are used for 
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understanding image content and it has shown good performance in image segmentation, 

detection classification, and retrieval-related tasks (X. Liu et al., 2019).  

CNN classification has the training, validation, and testing phase. During the training 

phase, different convolution, activation, and pooling operations are used on each layer to 

learn emotional features. Classification is done by a softmax classifier. The validation 

phase is concerned to increase the accuracy by decreasing the loss, to optimize this we 

used the Adam optimization algorithm. Adam is selected because it automatically updates 

parameters or it does not require manual selection of parameters, and we used dropout to 

prevent overfitting.The proposed CNN model is depicted in Figure 3.4 below.  

 

Figure 3.4 The pr oposed CNN Model for deep feature extraction of SER  
Algorithm 3.6 Feature extraction using CNN  

Input: Enhanced spectrogram image  

Output: feature vectors  

Begin:  

Input 3 x 224 x 224   
Convolution 5x5   

Convolu tion 7x7   
Max pooling 3x3   

Average pooling 2x2   
 

Convolution 3x3   
Max pooling 3x3   

Average pooling 2x2   

Flatten   
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Get spectrogram image;  

/ / Initialize all parameters used:   

number of filters F, img_rows, img_cols, filter size FS, stride size S, zero-padding P, pooling 
size PS, the number of classes C, and dropout D;  

/ / First block of the model  

Apply convolution operation(F, FS, P, and S);  

Apply activation function, ReLU   

End For  

/ / Second bl ock of the model  

Apply convolution operation(F, FS, S, P)  

Apply max-pooling operation(FS, S)  

Apply average pooling operation(FS, S)  

Apply activation function, ReLU   

/ / Third block of the model  

Apply convolution operation(F, FS, S, P)  

Apply max-pooling operation(FS, S)  

Apply average pooling operation(FS, S)  

Apply dropout D  

Apply activation function, ReLU  

Apply to flatten layer  
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Return and save  the extracted features in CSV file  

3.5.2Handcrafted feature extraction  

Emotions are different in several factors such as stress, and intonation characteristics. 

These differences are represented using parameters derived from the pitch (F0), 

zerocrossing rate, energy, and other features. So to discriminate one emotion from the 

other clearly, it is required to use those features. According to (Guo et al., 2019) the most 

commonly used features that are selected based on human perception and most 

commonly used and the key features for SER tasks are pitch, MFCC, zero-crossing rate, 

and energy. We extract those features from raw audio data. As described in (Sharma et 

al., 2020) those feature extraction techniques with their algorithms are discussed.  

MFCC : it is the most commonly used feature extraction technique derived from the 

cepstral representation of the audio signal. It represents the short-time power spectrum of 

the audio signal by using a discrete cosine transform. They have been widely used in 

speech recognition, speech enhancement, speaker recognition, music genre classification, 

and audio similarity measurement, etc. The pseudo-code of MFCC is discussed in 

Algorithm  

3.7 below.  

Algorithm 3.7 generating MFCC from a speech signal   

output: Mel frequency Cepstrum coefficients  

Input: Audio signal x  

Framing and windowing  

For each frame, calculate the periodogram estimate of the power spectrum.  

Apply the model filter-bank to the power spectrum, sum the energy in each filter.  

Take the logarithm of filter-bank energies.  

Take Discrete cosine transform (DCT) of the log filter-bank energies  
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designing discriminators and classifiers for speech-related problems. The Pseudo-code is 

shown in Algorithm 3.10 below.  

Algorithm 3.10 Generatin g zero - crossing rate from the speech signal   
Output: Zero Crossing Rate of a Signal  

Input: speech signal  

Initialization: mono-channel signal xi (n)  

ZCR=sum (abs (diff (xi (n)>0)))/length (xi (n))   

Finally, after extracting prosodic features (Energy, frequency, and zero-crossing rate) by 

using algorithm 3.7, algorithm3.8, algorithm 3.9, and algorithm 3.10 individually, then 

we used a python library called concatenate () to hybrid all handcrafted  feature vectors.  

3.5.3Feature extraction using BiLST M   

The Long-Short-Term-Memory (LSTM) Networks is work based on the idea of the RNNs 

concept, which is the output of one layer is used as an input to the next layer. It is one of 

a specific recurrent neural network (RNN) that was designed for modeling temporal 

sequences and long-range dependencies of data. As discussed in (Sak et al., 2017) RNNs 

contain cyclic connections to make more powerful tools and to model sequential data. So 

for the proposed emotion recognition model, we used BiLSTM for extracting such 

information. BiLSTM can solve vanishing gradient problems and also it makes 

recognition based on past and current information this increases recognition capability.   
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Figure 3.5 the proposed stacked BiLSTM ModelAlgorithm 3.11 Feature extraction 
algori thm using BiLSTM   
Input: Enhanced spectrogram image  

Output: feature vectors extracted by BiLSTM  

Begin:  

Get spectrogram image;  

/ / Initialize all parameters used:   

img_rows, img_cols, and dropout D;  

Apply first BiLSTM operation  

Apply activation function, ReLU   

    Apply dropout D  

Apply second BiLSTM operation  

Apply activation function, ReLU   

Apply third BiLSTM operation  

Apply activation function, ReLU   

    Apply dropout D  
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   Apply to flatten layer 

Return save the extracted features using CSV file  

End   

 

3.5.4Hybrid feature extraction   

In many related works of literature using deep learning models for extracting deep 

spectrum representations, those are features extracted from spectrogram images 

automatically and have promising results in the field of SER tasks (Zhao et al., 2019).  

CNN's are state of the art model in image processing and is used for extracting deep 

features in a spatial domain. So in many related pieces of literature (Zhao et al., 2019), 

they have achieved state-of-the-art performance in image-related tasks. However, CNN 

has also its drawbacks because it is not used for learning sequential features. In this 

regard, BiLSTM is used to model sequential information, and it is widely used in SER 

(Zhao et al., 2019) by extracting temporal features. Besides, prosodic features are also the 

main features used for SER tasks and it achieves good results in speech-related problems 

(Pathak & Kolhe, 2016; Sarprasatham, 2015). In this paper, we develop a hybrid of the 

three models to use the advantages of the aforementioned models. The combined 

framework combines and gets Spatio-temporal features from spectrogram and 

handcrafted features.  
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Algorithm 3.14 end to end CNN feature extraction  
Input: Enhanced spectrogram image  

Output: feature vectors  

Begin:  

Get spectrogram image;  

/ / Initialize all parameters used:   

number of filters F, img_rows, img_cols, filter size FS, stride size S, zero-padding P, pooling 
size PS, the number of classes C, and dropout D;  

/ / First block of the model  

Apply convolution operation(F, FS, P, and S);  

Apply activation function, ReLU   

/ / Second block of the model  

Apply convolution operation(F, FS, S, P)  

Apply max-pooling operation(FS, S)  

Apply average pooling operation(FS, S)  

Apply activation function, ReLU   

/ / Third block of the model  

Apply convolution operation(F, FS, S, P)  

Apply max-pooling operation(FS, S)  

Apply average pooling operation(FS, S)  

Apply dropout D  

Apply activation function, ReLU  

Add flatten layer  

Apply a fully connected layer  
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Save the extracted feature vector   

End  

As we have shown in the Algorithm 3.14, many operations are performed to extract 

feature vectors from spectrogram images, and after performed all operations up to the 

flatten layer it gets matrix feature vector and to convert those matrix feature vectors to the 

onedimensional array, we used flatten layer.    

Fully connected layer:   before applying the Softmax classifier, we have used one fully 

connected layer to find the final output of each class. This layer is used as the extracted 

feature vector. In the SER we have four classes (nodes) of fully connected layers. Those 

classes are Angry, Happy, Neutral, and Sad.  

3.7.1Classification using end to end CNN  

In end to end CNN we used Softmax as a classifier to label emotions (sad, angry, happy, 

and neutral) by using feature vectors that are extracted by CNN fully connected layer. It 

is used both in the training and testing phase to construct and learn the model and finally 

to test data other than the training dataset. The classification Algorithm is described in 

Algorithm 3.15 below.  

Algorithm 3.15 classification algorithm using Softmax classifier  
Input: the extracted features by CNN  

Output: class label   

First Get the extracted features  

Apply the Softmax classifier on the extracted features  

Return the class label  

End  

3.7.2Classification using SVM  

We also used SVM as a classifier for emotion recognition by using features that are 

extracted by CNN.  As we have described in chapter 2, SVM is a binary classifier and to 
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make it non-linear we used kernel function. In this thesis, we used RBF kernels. The RBF 

kernels nonlinearly draw samples to higher-dimensional space. unlike linear kernel, it can 

make a relation between the class label and attributes nonlinear, it restricts training data 

to lie in specified boundaries (Anjana & Poorna, 2018).  

Algorithm 3.16 classification algorithm using SVM classifier  
Input: the extracted features by CNN, BiLSTM, handcrafted, and combined  

Output: class label  

First, get the extracted features:  

//Initialize parameters for both RBF kernels  

Cost, gamma  

Apply the SVM classifier on the extracted features  

Return the class label  

End                                                                                               

3.8 Summary   
In this chapter, the design of the convolutional neural network, bidirectional long short 

term memory, Handcrafted features, and hybrid of CNN, BiLSTM, and Handcrafted 

features with SVM classifier for SER are discussed thoroughly. The process used to 

develop the system (preprocessing, feature extraction, and classification) is also discussed 

in detail. The feature learning and classification are done in three phases: training phase, 

validation phase, and testing phase. The training and validation phase used a training 

dataset to form the learning model. However, in the testing phase, the model used a 

testing dataset and pass via the same procedures as in the training and validation phases.  
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CHAPTER FOUR   

RESULT AND DIS CUSSI ON  

4.1 Intro duction   
In this chapter, an experimental evaluation of the proposed models for SER is described.  

In this experiment, we used a total of 1042 samples of Angry, Happy, Neutral, and sad 

emotions. In this experiment, we have compared the accuracy of the deep learning 

features extracted by BiLSTM, the deep learning features extracted by CNN, handcrafted 

prosodic, and the combined feature vectors. The extracted feature vectors are saved in a 

CSV file and to label emotions, we used SVM classifier.  In this experiment, we test and 

compare the results of the proposed models and the effect of different filtering techniques 

are also evaluated and compared. Besides, the proposed model results are presented and 

compared with the other state-of-the-art models.  

4.2 Exp erimental Setup  
Experiments are done using Keras and TensorFlow as a backend on IntelR�&�R�U�H�Œ�� �L��-

5005U CPU, and 8 GB of RAM. The mono stream dataset was prepared during 

preprocessing and the dataset was partitioned into training and testing dataset. 80 percent 

of the dataset is assigned for training and 20 percent of the dataset is allocated for testing. 

Out of 80 percent training dataset, 20 percent are used for validation during training.  

4.3 Experiment on end to end CNN Model  
In the end-to-end CNN Model we have conducted different experiments, first we split the 

dataset into 70/30, 80/15, and 85/20 then we get an accuracy of 87% and 87.78%, and 

89.26 respectively, then we used an 80/20 train test split of the dataset throughout all 

experiments. This means we used 80% for training and validation and 20% for testing. 

When developing the CNN model there is no standard to select the component and 

parameters, we have tested an experiment to select the number of convolutions and 

pooling operations, the number of filters and filter size, and type activation function 

finally get good accuracy in 3 convolutions, 2 Maxpooling, and 2 average pooling 

operations. We also used 25 epochs.  

The epoch number is estimated by using the EARLY STOP algorithm.  
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Table 4.1 parame ters used in the proposed end - end CNN  
Parameter   Value   

batch size  32   

Activation function    Relu   

Dropout factor     0.2   

Optimizer    Adam   

Epoch size   25  

4.3.1Experiment on speech image resizing techniques  

In this experiment, we test different image sizes to select the appropriate image size for 
the proposed model. The following Table 4.2, shows the result of different image resizing 
techniques.  

Table 4.2 Experimental results of different image sizes in CNN  
Image size  CNN  

Accuracy    Training time   

128*128  83.73  6 min  

200*200  84.21  10 min  

224*224  90.43  20 min  

360*360  90.60  35 min  

As we can see in Table 4.2, from different image sizes we get good accuracy for 224*224 

and 360*360 image sizes. The accuracy difference is only 0.17.  However, the training 

time is much higher in 360*360 image size. So we used 224*224 image size throughout 

all the experiments.  

4.3.2Experiment on speech enhancement techniques  

The advantage and disadvantages of each speech enhancement technique are discussed 

briefly in chapter 2. When we used end-end CNN the result of each speech enhancement 

technique is shown in Table 4.3 below.  

Table 4.3effects of speech enhancement techniques in the proposed models  
Algorithm  Accuracy  





58 
 

 CNN  CNN - SVM  

Spectral subtraction  85.65  87.06  

MMSE  88.03  89.23  

Hybrid (MMSE $ spectral 
subtraction  

90.43  91.39  

 

In end-end CNN and CNN-SVM, MMSE and spectral subtraction perform better than 

wiener filtering technique. However, the hybrid of the two algorithms performs better 

than all other proposed filtering techniques. So we used this hybrid filtering technique 

throughout all experiments.  

 

Figure 4.1 Model summary of proposed end to end CNN model  
As we can see in Figure 4.2 below shows the training accuracy, testing accuracy, training 

loss, and testing loss of end to end CNN model. The experiment in this section is done for 

measuring the training, validation, and testing accuracy of the proposed CNN model. This 

experiment is done using hybrid filtering techniques. As clearly shown in the Figure 

below. The number of epoch used for the proposed model is 25 this epoch is estimating 

using the early stopping technique. At the last epoch (epoch 25) the end to end CNN 

model achieves 90.43 % accuracy.   
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Figure 4.2 Accuracy and loss with epoch number of end to end CNN model  
 

 

Figure 4.3 accuracy and loss of the proposed end to end CNN model  
Asclearly shown in Figure 4.3, the training and testing accuracy curve, the training 

accuracy is higher than testing accuracy after epoch number 7. Furthermore, the gap 

between the training curve and the testing curve is narrow. This shows that there is low 

overfitting and the model is performed well. The training and testing loss is initially high 

and decreases gradually. The training loss is smaller than the testing loss throughout the 

curve except before epoch 10 and the gap between the training loss curve and testing loss 
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curve is small.  So this shows that the proposed end to end CNN model has good 

performance. To show this, we have also evaluated the proposed CNN model using 

precision, recall, F1-score. The following diagram shows an evaluation of the CNN 

model.  

 

          Figure 4.4 Precision, recall, and F1 - score of end to end CNN model  
Precision shows the proportion of correct identifications, recall shows the proportion of 

actual positives that were identified correctly and f1-score is the weighted average of 

precision and recall. As we can see in Figure 4.4, there is a 14% false positive when the 

model predicts Angry, which means the utterances are not Angry but predicted as Angry. 

There are 12% false negative when the model predicts Angry, which means the utterance 

was Angry but the model predicts as not Angry. The model also has a 4% false-positive 

rate when it predicts the Happy emotion and the model also predicts 7% false negative. In 

Neutral emotion, the model predicts 9% false positive the utterance that is predicted in 

Neutral but not neutral, and 9% are predicted as false-negative this means utterance that 

has Neutral emotions are predicted in not Neutral. 12% false positive when the model 

predicts Sad, which means the utterances are not Sad but predicted as Sad. There are 11% 

false negative when the model predicts Sad, which means the utterance was Sad but the 

model predicts as not Sad.  
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Figure 4.5 Confusion matrix of the proposed end to end CNN model  
As clearly shown in Figure 4.5, for sad emotion, 89% of samples are correctly predicted 

and the rest 9% of samples are predicted as Angry emotion and 2% are in happy emotion. 

91% of Neutral emotion samples are correctly predicted and 4% of the samples are 

predicted as angry emotion and a 5% sample of the emotion is predicted as sad emotion. 

93% of Happy emotion samples are correctly predicted whereas 2% of the samples are 

predicted Angry emotion, 2% of the samples are predicted Neutral emotion, and 4% of 

the samples are predicted on Sad emotion. 88% Angry emotion samples are correctly 

predicted and the rest 2% of the samples are predicted as the Happy emotion 8% of the 

samples are predicted as the Neutral emotion and 2% of the samples are predicted for Sad 

emotion. Whereas in this end-end CNN model almost all emotions have inadequate 

performance because the main challenges of emotion recognition are distinction one 

emotion from the other. In this experiment, we used Softmax as a classifier. This 

classifier predicts classes based on probability this degrade performance when there are 

more similar classes and it requires high computational time. To solve this problem we 

test another classifier SVM.  

4.4  Experiment on end to end BiLSTM model  
When we test end to end BiLSTM model for our dataset we get the following result using 
precision, recall, f1-score, and confusion matrix.  
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the utterances are not Sad but predicted as Sad. 12% false negative when the model 

predicts Sad, which means the utterance was Sad but the model predicts as not Sad. 

 

Figure 4.9 Confusion matrix on proposed CNN+SVM model  
As clearly shown in Figure 4.9, for sad emotion, 88% of samples are correctly predicted 

and the rest 6% of samples are predicted as Angry emotion, 2% are in Neutral emotion 

and 4% of samples are predicted in Happy emotion. 92% of Neutral emotion samples are 

correctly predicted and 6% of the samples are predicted as sad emotion, 2% of the 

samples are predicted as Happy emotion. 96% of Happy emotion samples are correctly 

predicted whereas 2% of the samples are predicted Angry emotion, and 2% of the 

samples are predicted on Sad emotion. .89% Angry emotion samples are correctly 

predicted and the rest 2% of the samples are predicted as the Neutral emotion and 9% of 

the samples are predicted for Sad emotion. In this experiment, the performance is 

increased by 2% compared to the previous experiment. 

4.6 Experiment on BiLSTMwith SVM  
In this experiment, feature vectors are extracted by BiLSTM then save the extracted 

feature in a CSV file. Then, we used PCA to reduce the dimensionality of the extracted 

feature vectors. Finally, send those features to the SVM classifier.   

Table 4.5 parameter used for the proposed BiLST M model  
Parameter   Value   

Activation function    Relu   

Dropout factor     0.1  
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Optimizer    Adam   

 

 

Figure 4.10 Precision, recall, and f1 - score on BiLSTM +SVM  
As shown in Figure 4.10, we have achieved 92.34% accuracy when we have used BiLSTM for 

feature extraction and SVM for classification. In this experiment in angry emotion 12% false 

positive and 4% false negative. Happy emotion has a 9% false-negative rate. In Neutral 

emotion, the model predicts 10% false positive and 10% false-negative rates. 12% false 

positive 8% false negative when the model predicts Sad. 

 

Figure 4.11 Confusion matrix on proposed BiLSTM +SVM model  
As clearly shown in Figure 4.11, for sad emotion, 92% of samples are correctly predicted 

that is 2% greater than the previous experiment, and the rest 4% of samples are predicted 

as Angry emotion and 4% of samples are predicted in neutral emotion. 90% of Neutral 

emotion samples are correctly predicted and 6% of the samples are predicted as Angry 

emotion and 4% of the samples are predicted as Sad emotion. 91% of Happy emotion 

samples are correctly predicted whereas 4% of the samples are predicted Angry emotion, 

4% of the samples are predicted on Sad emotion and 2% of the samples are predicted on 

Neutral emotion. 96% Angry emotion samples are correctly predicted and the rest 4% of 

the samples are predicted as the Neutral emotion. In this experiment, the performance is 

increased by 1% compared to the previous experiment. the reason for increasing the 

performance of this experiment is when we see CNN it only extracts temporal features 
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and BiLSTM has the capability of extracting sequential information this is the main 

concern we used the BiLSTM algorithm.  

4.7 Experiment on CNN with BiLSTM  
In this experiment, we used two deep feature extraction techniques (CNN and BiLSTM) 

and SVM as classification. In this experiment, after extracting features we apply PCA for 

both models. Then we have combined the feature vectors extracted by CNN and BiLSTM 

and then given them to the SVM classifier. By using those combined features we have 

achieved the following results.    

 

Figure 4.12 Precision, recall, and f1 - score on CNN -  BiLSTM  

As clearly shown Figure 4.12, we have achieved 94.45% accuracy when we have used CNN and  

BiLSTM for feature extraction and SVM for classification. In this experiment in angry emotion 

4% false positive and 12% false-negative rate. In Happy emotion 2% and 5% false 

positive and false negative rate respectively. In Neutral emotion, the model predicts 15% 

false positive and. 2% false positive 4% false negative when the model predicts Sad. 

 

                 Figure 4.13 Confusion matrix on proposed CNN -  BiLSTM model  
As clearly shown in the Figure 4.13, for sad emotion, 96% of samples are correctly 

predicted and the rest 2% of samples are predicted as Angry emotion, 2% of samples are 
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predicted in happy emotion. 100% of Neutral emotion samples are correctly predicted. 

95% of Happy emotion samples are correctly predicted whereas 2% of the samples are 

predicted Angry emotion and 4% of the samples are predicted on Neutral emotion. 88% 

Angry emotion samples are correctly predicted and the rest 10% of the samples are 

predicted as the Neutral emotion and 2% of the samples are predicted as Sad.  

In this experiment, the performance is increased by 2% compared to the previous 

experiment. This is because of using the advantage of both LSTM and CNN. However 

still now especially the performance of angry emotion is low and highly confused with 

neutral emotion. So it is required to get specific features to distinct those emotions. So to 

solve this as we described in chapter two prosodic features are a capability to distinguish 

one emotion over the other we extract hand-crafted features (MFCC, Energy, Pitch, and 

zero-crossing) from raw audio data.  

4.8 Experiment on handcrafted feature with SVM  
In this experiment, we extract hand-crafted features and we used SVM as a classifier. So 

when we used those handcrafted features as feature vectors we achieved the following 

results.  

 

Figure 4.14 Precision, rec all, and f1 - score on handcrafted feature+SVM  
As we can see in Figure 4.14, we have achieved 83% accuracy by using handcrafted 

feature extraction and SVM for classification. In this experiment in angry emotion 24% 

false positive and 13% false-negative rate. In Happy emotion 7% and 11% false positive 

and false negative rate respectively. In Neutral emotion, the model predicts 25% false 

positive and 15% false-negative rates. 9% false positive and 29 false negative rates are 

predicted in Sad.  
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Figure 4.15 Con fusion matrix of the proposed handcrafted features - SVM  
As clearly depicted in Figure 4.15, for sad emotion, 71% of samples are correctly 

predicted and the rest 13% of samples are predicted as Angry emotion, 15% of samples 

are predicted in neutral emotion and 2 of the samples are predicted as Happy emotion. 

85% of Neutral emotion samples are correctly predicted and 3% of the samples are 

predicted as Happy, 5% of the samples are predicted as Sad emotion and 7% of the 

samples are predicted as Angry. 89% of Happy emotion samples are correctly predicted 

whereas 11% of the samples are predicted on Neutral emotion. 87% Angry emotion 

samples are correctly predicted and 8% of the samples are predicted as Neutral, 3% of the 

samples are predicted as Sad and 3% of the samples are predicted as Happy emotion.   

4.9 Experiment on Hybrid CNN, BiLSTM, and HCR features with SVM  
In this experiment, we used two deep feature extraction techniques (CNN and BiLSTM) 

and auditory based handcrafted feature extraction by using SVM as classification. We 

have combined the feature vectors extracted by CNN, BiLSTM, and handcrafted features 

then given them to the SVM classifier. The combined features achieved the following 

results.  

 
Figure 4.16 Precision, recall, and f1 - score on CNN - BiLST M - HCR+SVM  
As we can see in Figure 4.16, we have achieved 96.75% accuracy using CNN, BiLSTM, 

and handcrafted feature extraction, and SVM classification. In angry emotion 9% false 
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experiments CNN- BiLSTM. The ensemble model (CNN-BiLSTM-Handcrafted features) 

get 96.78% accuracy. The reason behind this is auditory features increase interclass space 

between different emotions (Wieser et al., 2018). The other reason that we have used the 

handcrafted feature is it perform better in many other related areas like speech 

recognition, speaker recognition, facial emotion recognition, etc. (Georgescu et al., 2019).  

As we have described previously, the experiment is conducted by using end to end CNN 

model, BiLSTM, handcrafted prosodic feature, and using an SVM classifier. The 

performance of these models is described in Figure 4.5 below.  

 
  Figure 4.18 the performance of the proposed models  
In this thesis, as we can see in Figure 4.18, inorder to solve SER we proposed 7 models. 

From those models handcrafted model performs less than the other and as we show in the 

Figure BiLSTM-SVMperforms better than CNN-SVM and the fusion of two models 

BiLSTMand CNN perform better than individual models. Finally the hybrid of three 

models CNN-BiLSTM - Handcrafted features perform better than all other models.  

 4.12 Evaluation of the proposed models  
The performance of the proposed model is evaluated by comparing it with other some of 

the state of art models such as LeNet and AlexNet (Alom et al., 2019). Those models are 

selected because they have comparable with the proposed model, and have relatively 

small numbers of layers.  
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 4.13 Summary  
As we have described in Section 4.11, in this chapter the experimental evaluation of the 

proposed models for speech emotion recognition is described in detail. In this experiment, 

we test end-end CNN, end-end BiLSTM, CNN-SVM, BiLSTM-SVM, CNN- 

BiLSTMSVM, and CNN-BiLSTM-Handcrafted features-SVM. From those models, the 

hybrid of CNN- BiLSTM -Handcrafted features with SVM classifier achieves a better 

result than the other proposed models. In this chapter, we also compare the proposed 

model to state-ofthe-art AlexNet and LeNet models. Finally, the proposed model achieves 

a better result than the state-of-the-art models.  
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of feature vectors by identifying the limitation of each model and by adding other 

assisting features. The feature vector is enhanced by using hybrid feature extraction 

techniques (handcrafted features, CNN, and BiLSTM).  

Methodological contribution   

The first contribution is preparing a real dataset from a real environment this helps for 

giving insight to future researchers that are participating in this area, the second is to 

design and develop the Amharic SER model by ensembling auditory-based features from 

the raw speech and deep features from spectrogram image. We used handcrafted features 

to extract features from raw speech and CNN and BILSTM to extract deep features with 

an SVM classifier, and the last contribution is improving Amharic SER performance.  

5.3 Recommendation   

The proposed model only recognizes four emotional types (angry, happy, sad, and 

neutral). However, the major challenge is the scarcity of datasets available in the Amharic 

language. In this research, we recognize only four emotion types (angry, happy, sad, and 

neutral) with a limited dataset. So future researchers can work on the recognition of other 

emotions and improve the performance of the model by increasing the quality of data. 

The other issue we insight for future researchers is testing SER models in terms of gender 

and age issues and it can be applicable in many fields of study like a call center, 

education, health, HCI, etc.  
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