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ABSTRACT 
Sign language is the primary means of communication among the deaf community and the deaf 

with the normal people. It is the natural language for this community. They communicate using 

hand movements and other gestures. In this research, we try to develop a system that can help 

the deaf community communicate better with the rest of the world and amongst themselves. 

Building an accurate system that translates speech to sign language is of a great importance in 

order to facilitate the communication of this community. In this research, an Avatar Based 

Translation System from Amharic Speech to the Ethiopian Sign languageis developed for the 

Deaf people. According to WHO and World Bank report [68]; from the total population of 

Ethiopia 17.6% (about 14 million) have some kind of disabilities. Among these 3.5% (2.8 million) 

belongs to Deaf. It is believed that the Ethiopian Sign Language (ESL) has its origin in the 

American Sign Language with some influence form the Nordic countries [20]. Ethiopian Sign 

Language has noits own well studied grammar unlike Amharic language. Oursystem is made up 

of a speech recognizer (for decoding the spoken utterance into a word sequence), a natural 

language translator (for converting a word sequence into a sequence of signs belonging to the 

sign language), and a 3D avatar animation module (for playing back the hand movements). The 

system has beenevaluated in three steps. First the speech recognition module has evaluated 

separately and we get an accuracy of 6.88% Best WER with SGMM+MMI setup.  With this 

research 238 Amharic Alphabets and Numbersand 417 Amharic Stem words animation scripts 

using SiGML format has developed. Those animations have evaluated with professional sign 

language teacher and 5 selected students and 83.94% of those signs are constructed correctly 

with suggestions to modify some sign animations. After separate evaluation of the two 

modules, the overall system has been evaluated by randomly selected 15 simple sentences that 

are read by three different test readers who did not participate in reading the training data of 

the ASR.From this final evaluation, we achieved 79.6% accuracy translating Amharic speech ESL. 

Wehave studied why the overall system performance has degraded compared to the separated 

modules evaluation and finally some future works and recommendation has suggested.  

 

Keywords: Amharic Speech Recognition;Ethiopian Sign Language (ESL); Natural language 

Processing; Sign animation 
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1. INTRODUCTION 

In the world, there are around 70 million people with hearing deficiencies [66]. Deafness brings 

about significant communication problems: most deaf people are unable to use written 

languages, having serious problems when expressing themselves in these languages or 

understanding written texts. They have problems with verb tenses, expanded words of gender 

and number, etc., and they have difficulties when creating a mental image of abstract concepts. 

This fact can cause deaf people to have problems when accessing information, education, job, 

social relationship,culture, etc. According to information from ENADB(Ethiopian National 

Association of the Deaf and Blind), in Ethiopia, there are over1,000,000 deaf people. 

The Deaf and hard of hearing population constantly fights the language gap between the spoken 

Amharic language and the Ethiopian Sign Language. There is a constant battle contradiction 

whether deaf children need to learn spoken Amharic or Sign Language first. Many people say 

that sign language comes more naturally to the deaf[52],therefore learning spoken Amharic first 

will slow them down in their learning.  

Even though there is a lot of contradiction on the issue, both sides agree that action needs to be 

taken to close the language barrier between the hearing population and the deaf community. 

Most experts also agree that the best place to start is changing the way we educate young 

children. It is very important to begin the education at the youngest age possible. If both hearing 

and non hearing children will get a chance to learn more about both languages they will be able 

to communicate better in the longrun[52],. 

1.1. Automatic Speech Recognition 

Speech is a versatile means of communication. It conveys linguistic (e.g., message and 

language), speaker (e.g., emotional, regional, and physiological characteristics of the vocal 

apparatus), and environmental (e.g., where the speech was produced and transmitted) 

information. Even though such information is encoded in a complex form, humans can relatively 

decode most of it. 
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Put in other words, features that are discriminant and allow to distinguish between different 

linguistic units (e.g., phones) are required. On the other hand the features should also be robust 

against noise and factors that are irrelevant for the recognition process (e.g., the fundamental 

frequency of the speech signal). The number of features extracted from the waveform signal is 

commonly much lower than the number of signal samples, thus reducing the amount of data. The 

choice of suitable features varies depending on the classification technique. 

Figure 2 indicates how features (or feature vectors) are derived from the speech signal. 

Typically, a frequency-domain based parameterization is performed to extract the features. 

Spectral analysis isperformed, e.g., every 10 ms on the speech samples in a window of, e.g., 32 

ms length. The speech signal is regarded stationary in this time-scale. Although this is not strictly 

true, it is a reasonable approximation. For each frame a vector of parameters, the feature vector, 

is determined and handed to the next stage, the classification[67]. 

 

 
Figure 2 Feature extraction from a speech signal. Every 'hope-size' seconds a vector of feature is 
computed from the speech sample in a window length 'window-size' 
In the classification module the feature vectors are matched with reference patterns, which are 

called acoustic models. The reference patterns are usually Hidden MarcovModel (HMM) trained 

for whole words or, more often, for phones as linguistic units. HMM cope with temporal 
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designing ASR are due to the fact that it is related to so many other fields such as acoustics, 

signal processing, pattern recognition, phonetics, linguistics, psychology, neuroscience, and 

computer science. And all these problems can be described according to the tasks to be 

performed. 

I. Number of speakers: With more than one speaker, an ASR system must cope withthe 

difficult problem of speech variability from one speaker to another. This is usuallyachieved 

through the use of large speech database as training data. 

II. Nature of the utterance: Isolated word recognition impose on the speaker the need 

toinsert artificial pause between successive utterances. Continuous speech 

recognitionsystems are able to cope with natural speech utterances in which words may 

be tiedtogether and may at times be strongly affected by co articulation. Spontaneous 

speechrecognition systems allow the possibility of pause and false starts in the utterance, 

theuse of words not found in the lexicon, etc. 

III. Vocabulary size: In general, increasing the size of the vocabulary decrease the 

recognitionscores. 

IV. Differences between speakers due to sex, age, accent and so on. 

V. Language complexity: The task of continuous speech recognizers is simplified by 

limitingthe number of possible utterances through the imposition of syntactic and 

semanticconstraints. 

VI. Environment conditions: The sites for real applications often present adverse 

conditions(such as noise, distorted signal, and transmission line variability) which can 

drasticallydegrade the system performance. 

 

1.2. Problem Statement 

Disabled peoples have no chance to educate themselves like others due to many factors. The 

main factor that makes them to be illiterate is lack of necessary resource. According to WHO and 

WB report [68]; from the total population of Ethiopia 17.6% (about 14 million) are disabled. 

Among these 3.5% (2.8 million) belongs to Deaf. Among these approximately more than 10, 000 
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work of Stokoe [57], whose research on American Sign Language paved the way for social 

recognition of SLs as real languages. More recent acknowledgment of this is included in the 

works of linguist such as Pinker [39] and Chomsky [37]. Increased recognition of SLs as fully-

formed, independent languages following political acknowledgment, such as theResolution of 

the European Parliament in 1986 has led to some level of research being carried out on SLs in 

most countries. Usually it is the national center for Deaf Studies or other Deaf associations that 

investigate the sociological, educational, cultural and linguistic aspects of SLs. 

Like the Europeans, in African there have been some researches worked. For instance in 

Ethiopia recently there are some researches focused on the assessment of sexual and 

reproductive health products and services use by persons with disabilities (includes deaf 

society) and the like current status of HIV/AIDS and deafness in Ethiopia [17]. 

Despite common misconceptions, sign languages are not universal.[9] If they were, there would 

be no barrier between Deaf communities. The Ethnologue of world languages [23] catalogues 

121 sign languages for the Deaf worldwide. The majority of these languages are distinct 

languages in their own right that have evolved either naturally within Deaf communities 

themselves or have originally been borrowed from other SLs.  

Although there is no standardized universal SL, there is an International SL often termed 

Gestuno [24] does exist. Rather than being a fully-formed language, it is a vocabulary of signs, 

more iconic in nature than SLs in general. It is primarily used to facilitate communication in 

international contexts when there is no common SL. It is not standardized nor does it have its 

own grammar. Given this flexibility and lack of native users, International SL can only go so far 

to bridge the communication gap between different SL communities. Rather than standardizing 

an international form of the language which would require tens of thousands of people to learn 

a new language, never mind the language development needed, this is another area where SL 

MT could significantly facilitate and improve international communication on SL level. 
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2.6.2. Sign Language Linguistics 

Know that we have shown that there are multiple SLs and that they are distinct from spoken 

languages, the next topics discuss the linguistics of SLs in general and point out the relevance of 

these issues for MT. 

2.6.3. Articulation and Structure 

Compared to spoken languages where the primary articulators are the throat, nose and mouth, 

the main articulators in SLs are the fingers, hands and arms. The signs themselves are 

analogous to morphemes in spoken languages and the articulations of the hands and body can 

be categorized as phonemes like those in spoken languages. However, unlike speech, these 

phonemes are not linear and sequential, but rather occur simultaneously. There are five 

categories of phoneme in an articulated sign: the shape, orientation, location and movement of 

the hand as well as the non-manual features.  

2.6.4. Non-Manual Features 

Integral to the transmission of information through a manual modality is the inclusion of non-

manual features (NMFs). Predominantly associated with manual signs, they consist of 

movements or expressions of parts of the body other than the hands that can express emotion, 

intensity or act as morphological and syntactic markers. These consist of eyebrow movement, 

movement of the eyes/cheeks, mouth patterns, tilting of the head, movement of the upper 

body and shoulder movements. The inclusion of an NMF with a manual sign in discourse can 

alter the meaning of a sign and its absence sometimes can render a sign meaningless. 

2.6.5. Signing Space 

Sign languages are gestural languages that are articulated in such a way to make the best use of 

the space in which articulation can take place, in a similar way that oral speech makes best use 

of the vocal tract, nose and mouth. This articulation area in SLs is called the signing space. 
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Furthermore, the symbols of both this and the Stokoe Notation are not easily machine readable 

for MT, requiring specific technology. 

HamNoSys has an alphabet with an inventory of over 200 Symbols. 

General Structure: 

 

Figure 17 General Structure of HamNoSys 

The components in the boxes with the broken border are optional i.e. Symmetry operator, non-

manual components and location. 

SignWriting 

An alternative method was developed in [57] called SignWriting. This approach also describes 

SLs phonologically but, unlike the others, was developed as a handwriting system. Symbols that 

visually depict the articulators and their movements are used in this system, where NMFs 

articulated by the face (pursed lips, for example) are shown using a linear drawing of a face. 

These simple line drawings, such as that shown inFigure 18, make the system easier to learn as 

they are more intuitively and visually connected to the signs themselves. 

 

Figure 18 Example of SignWriting: deaf (In ASL) 
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has predominantly been rule based. In addition, we demonstrate how, over time, systems 

within this paradigm have progressed. 

2.7.1. Problems for Sign Language Machine Translation 

Given the relative novelty of SL MT when compared with MT for spoken languages, applying MT 

technology that is primarily focused on text-based data to a visual spatial language such as SL 

will inevitably lead to some problems. While SL MT faces similar challenges to mainstream 

spoken language MT such as ambiguity and lexical gaps for example, there are some issues that 

are particularly pertinent to the translation of SLs. Below we describe the three challenging 

areas in SL translation. 

Representation 

One of the main challenges that must be overcome by those attempting SL MT is the adoption 

of a representation of the SL being translated as MT requires languages in text format. But as 

we highlighted in the previous sections, SLs lack a formally adopted writing system and there is 

no widely recognized representation format. This issue can be circumvented by employing one 

of the notation or transcription methodologies described in the previous section. However, 

often these representations fall short of capturing the complexity of SLs necessary for complete 

translation as such representation, in itself, can be complex (for example, the multi-level 

description possible with annotation methods). 

Linguistic Analysis 

For rule-based approaches to SL MTthere is a requirement for SL linguistic models from which 

rules can be extracted as a template for translating one language into the other. The problem 

here lies with acquiring linguistic models of SLs. The first linguistic analysis of ASL was published 

less than fifty years ago[57]. While other countries are working to catch up with ASL linguistic 

research, many still lack comprehensive linguistic modeling. Furthermore, the variations that 

can occur across age and gender, for example, can further complicate grammar mapping. 
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2.7.3. Ethiopian SL MT 

The Ethiopian Amharic-ESL translation system by Dagnachew Feleke[12] has published in Addis 

Ababa University in October 2011. He has developed the machine using forward stemming 

approach. He has applied rule based machine translation approach with 40 rules applied on 20 

verbs and 3 rules applied on 10 nouns to get a dictionary with entries more than 800 words. 

When building the dictionary he had expanded a given word based on the rules and all 

expanded word are stored in the dictionary. During translation the source word will be checked 

in the dictionary and if it exists it will map to the corresponding sign language and if not it will 

finger spelled. 

During this thesis study we have seen that one Amharic word can have more than 1000 

expanded form. So for a given word about 1000 expanded words will be stored in the 

dictionary. On the other hand putting all words in the dictionary and searching the dictionary 

for all source words makes the process slow. 

 

Figure 21 Amharic-to-ESL MT system architecture (Dagnachew 2011) 
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3. EXPERIMENT AND DESIGN 
 

We have performed our experiment based on the system architecture shown on Figure 22. The 
main modules are as follows: 

The first module, the speech recognizer, converts natural speech into a sequence of words 

(text).  

 
Figure 22 Amharic Speech to ESL Machine Translation System 
The natural language translation module converts a word sequence into a sign sequence. For 

this module, this paper presents rule based translation system. This consists of a rule-based 

translation strategy, where a set of translation rules guides the translation process.  

The sign animation is carried out by SiGML player: the eSIGN 3D avatar developed in the eSIGN 

project (eSIGN project). The sign descriptions are generated previously through the eSIGN 

Editor environment. 

 

3.1. Speech Recognition Engine 

3.1.1. Background 

Due to the growing number of open-source ASR systems, it becomes increasingly more difficult 

to understand which of them suits the needs of a given target application best.  



51 
 

According to Christian et al[6] it shows that recently developed toolkit, kaldi, has out performs 

other toolkits. We decided to use the Kaldi toolkit [42] because its speech recognizers are able 

to produce high-quality lattices and are sufficiently fast [44]. In addition, the Kaldi toolkit is 

actively maintained, and is distributed under the permissive Apache 2.0 license.  

Kaldi speech recognizer requires statistical models, an Acoustic Model and a Language Model. 

We focus on testing different Acoustic Modeling techniques and find the best Acoustic Models. 

The models will be trained using Solomon[54] corpus. 

The statistical methods for continuous speech recognition were established more than 60 years 

ago. Kaldi acoustic modeling supports the recently proposed Subspace Gaussian Mixture 

Models (SGMM)[41] and ngrams LMs. 

3.1.2. Kaldi 

Kaldi is a speech recognition toolkit consisting of a library, command line programs and scripts 

for acoustic modelling. Kaldi deploys several decoders for evaluation Kaldi AMs. Kaldi uses 

Viterbi training for estimating AMs. Only in special cases of speaker adaptive discriminative 

training the extended Baum-Welch algorithm is also used [42]. 

The architecture of the Kaldi toolkit could be separated to Kaldi library and training scripts. The 

scripts access the functionality of Kaldi library through command line programs. The C++ Kaldi 

library is based on the OpenFST[11] library and it uses optimized libraries for linear algebra such 

as BLAS and LAPACK. Related functionality is usually grouped in one namespace in C++ code, 

which corresponds to one directory on file system.  

Kaldi uses executables which load its input from files and typically store results again to files. 

Alternatively, the output of one Kaldi program can be feed into next command using system 

pipes. There are usually many alternatives for every speech recognition tasks as seen in list of 

executables below: 

1. Speech parametrisation 
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Test and speaker adaptation sets were read by 20 other speakers of the Addis Ababa dialect 

and 4 speakers of the other four dialects. For the 5000 vocabulary (development and 

evaluation) and the 20000 vocabulary (development and evaluation) test sets, 18 and 20 

different sentences have been selected, respectively for each speaker.  

The recording has been done in Ethiopia in an office environment using a laptop computer and 

a headset close speaking, noise canceling microphone.  

 

Table 5 Age distribution of the Readers 

The speech corpus contains 20 hours of training speech collected from 100 speakers who read a 

total of 10850 sentences. The age distribution of the readers are shown onTable 5. The Total 

number of words in the training speech is 28666 that covers all the 233 Amharic CV syllables 

3.1.4. Acoustic modelling scripts 

Kaldi requires various formats of the transcripts for acoustic model training. It needs the start 

and end times of each utterance, the speaker ID of each utterance, and a list of all words and 

phonemes present in the transcript.  

3.1.5. Prepare utterance information 
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Except linguistic corpus, users are supposed to provide four text files which cover key 

information of utterances. These three files are named as utt2spk, spk2utt, wav.scp and 

utterance-text. utt2spk maintains a list of correspondence between utterance and speaker. 

Take the following as example which is prepared for this thesis. 

 

Figure 24 Utterance to Speaker ID file 

Then the twin document spk2utt is produced with aid of one Kaldi script 
utils/utt2spk_to_spk2utt.pl. 

 

Figure 25 Speaker to Utterance ID file 
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Figure 26, wav.scp, specifies id and local address of each utterance. 

 

Figure 26 Utterance to wav Address file 

Figure 27 shows utterance id and its corresponding Amharic text.   

 

Figure 27 Utterance id to Text file 

Both training dataset and test dataset should produce all of four files as input arguments to 
later stages.  

 

3.1.6. Create Lexicon 

Since there is no linguistic material which shows the pronunciation of Amharic words, for this 

thesis we have generated phonetic pronunciations of those words which were uttered. Lexicon 

contains words and their respective pronunciation, non-speech sound and noise in Kaldi 




























































































