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ABSTRACT 

Corona virus disease (COVID-19), which is caused by the severe acute respiratory 

syndrome corona virus 2 (SARS-CoV-2), is an inflammatory disease that causes 

respiratory illness (similar to influenza) with symptoms such as cold, cough, and fever, as 

well as difficulty breathing in more severe cases. The goal of the research is to develop a 

model that can identify COVID-19. The information is gathered from hospitals. The visual 

data was analyzed using a deep learning approach (CNN). 

Preprocessing, feature extraction, and classification are the three components of the 

research. We normalize the image to a standard size during image processing. For feature 

extraction, we employ a convolutional neural network. It is used to identify and choose 

essential elements that contribute to the disease's symptom. We employ a convolutional 

neural network for classification. For classifying into a specific class (normal/no findings, 

pneumonia, and COVID-19), a three-way Softmax is employed. The research was carried 

out in Python using Keras (with TensorFlow as a backend) and evaluated on a sample 

image dataset obtained from Tibebe Gion Hospital. 

The model achieved a diagnosis accuracy of 98.35% for training and 98% for testing to 

identify Covid-19. This research work presented different contributions that can be further 

improved or implemented on the effort to detect and grade related diseases. 

Keywords: Covid-19, Deep Learning, CNN, Feature Learning, SoftMax 
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Chapter One: Introduction 

1.1. Background  

Corona virus disease (COVID-19), which is caused by a virus termed severe acute 

respiratory syndrome corona virus 2 (SARS-CoV-2), is an inflammatory disease that 

causes respiratory ailment (like influenza) with manifestations, for example, cold, cough 

and fever, and in progressively serious cases, the problem in breathing. The World Health 

Organization (WHO) has already declared the outbreak as a Public Health Emergency of 

International Concern and subsequently as a pandemic. COVID-19 is primarily transmitted 

from symptomatic people to others who are in close contact through respiratory droplets, 

by direct contact with infected persons, or by contact with contaminated objects and 

surfaces. COVID-19 is firstly reported in China on Dec 31, 2019 (WHO, 2021). Although 

China launched an emergency response early in the outbreak, the infection rapidly spread 

to metropolitan areas in China and around the world. afterward, the disease was exported 

to many countries. Consequently, many countries have declared total lockdown and asked 

their population to stay indoors and strictly avoid gatherings. The USA, India, Brazil, UK 

and Russia are the top five countries that are infected by COVID-19 (Johns Hopkins, 2020). 

The main step in the fight against COVID-19 is the effective screening of infected patients, 

such that those infected can receive immediate treatment and care, as well as the infected 

patients can be isolated to mitigate the spread of the virus. One of the most widely used 

laboratory methods for detecting coronaviruses is known as time reverse transcription–

polymerase chain reaction (RT-PCR)(WHO, 2021). The test is done on respiratory samples 

of the patient and the results can be available within few hours to 2 days.   

An alternative method to real-time RT-PCR is based on chest radiography images, where 

chest radiography imaging (chest X-ray (CXR) or computed tomography (CT) imaging) is 

conducted and analyzed by radiologists to look for visual indicators associated with SARS-

CoV-2 viral infection. Various researchers found that the lungs of patients with COVID-

19 symptoms have some visual marks like ground-glass opacities (GGO), hazy darkened 

spots, bilateral abnormalities, and interstitial abnormalities that can differentiate COVID-

19 infected patients from non-COVID-19 infected ones. CT findings are observed over a 
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long interval after the onset of symptoms, and patients usually have a normal CT in the 

first 0–2 days. In a study on lung CT of patients who survived COVID-19 pneumonia, the 

most significant lung disease is observed ten days after the onset of symptoms (Pan et al., 

2020). The researchers believe that a chest radiology-based system can be an effective tool 

in the detection, quantification and follow-up of COVID-19 cases (Huang et al., 2020). 

Deep Learning, which is the state-of-the-art research area of AI, enables the creation of 

end-to-end models to achieve promised results using input data, without the need for 

manual feature extraction. Deep Learning and it’s variant the Convolutional Neural 

Network (CNN) techniques have been successfully applied in many medical problems such 

as arrhythmia detection(Yıldırım et al, 2018), skin cancer classification (Esteva et al., 

2017), breast cancer detection (Esteva et al, 2017), brain disease classification (Talo et al., 

2019), pneumonia detection from chest X-ray images (Ouchicha et al., 2020), fundus image 

segmentation and lung segmentation (Vidal et al., 2021). Similarly, in this era of COVID-

19 many researchers have published different kinds of papers demonstrating deep learning 

approaches for COVID-19 detection from chest radiography images (Mahmud et al., 

2020). 

 

Figure 1.1: Deep Learning Feature Extraction Mechanisms 

Deep learning, and explicitly CNN, follow the different way to extract features from 

images. CNN automatically learns features from the training process. In deep learning, 

problems are understood in terms of a hierarchy of concepts. As the network learns to 

classify images into some predefined categories, each layer learns to identify the features 

that are necessary to do the final classification (Liu et al., 2020). Lower-level layers are 

used to recognize low order features and higher-level layers combine low-level features 

into high order features. Finally, the output layer is used to classify the image and obtain 

the output class label. The great benefit of deep learning and CNN is that it reduces the 
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need of handcrafted feature extraction algorithms and instead focus on process of training 

our network to learn these filters. However, training a network to get higher accuracy on a 

given image dataset is not an easy task. Figure 1.1 above simplifies what we have said. 

 

Figure 1.2: Causes of COVID-19 in Ethiopia (Anon, 2021) 

1.2. Motivation  

According to WHO, if additional resources are not urgently mobilized and efforts are not 

made, in the future, the global burden of death by Covid-19 could be increased rapidly. 

One way to avoid covid-19 is early identification of the disease through the current 

technology, deep convolutional neural networks, which achieve promising results in 

identifying diseases that consists of related or closed but different features. 

Deep learning simplifies the complex feature extraction problem and hence will be used 

for image (having related features) recognition. Now-adays, by using deep convolutional 
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neural networks, we can diagnose and identify different diseases which have very similar 

features. Hence, in this research we have given great emphasis on the identification of 

Covid-19, which is among the preventable causes of death. Noticeably, striving to identify 

Covid-19 according to its severity will help pulmonologist to apply the treatment based on 

the severity level of the disease. 

The results of this research work would have a great impact on the upcoming efforts to 

identify the severity of covid-19, which will also be used as a benchmark for identifying 

and grading disease that affect other parts of our body. The model developed in this study 

will also overcome the gaps observed in the current related works. 

In addition, this research could reduce the amount of time taken (for both patients and 

pulmonologist) and money spent to be diagnosed. The research work also enables the 

patients to have early diagnosis and to take treatments accordingly with the severity of 

covid-19. Consequently, death by covid-19 will be reduced. Due to this and the above 

reasons, we conduct this research work. 

1.3.  Statement of the Problem  

There are several problems regarding the current COVID-19 screening method, that the 

previous works amid to uncover, most of the papers address that the rea-time polymerase 

chain reaction (RT-PCR) is the gold standard for corona virus diagnosis, but it is time-

consuming to confirm COVID-19 patients. Due to the low RT-PCR sensitivity, even if 

negative results are obtained, symptoms can be detected by examining radiological images 

of patients. It has been reported in(Basturk et al., 2020), that some patients with positive 

chest CT findings may present with negative results of real-time RT-PCR for COVID-19. 

And also due to the rapid increasing growth rate of COVID-19 cases, the health system of 

many advanced countries has come to the point of collapse. In order to test the good 

complement of RT-PCR, a radiography examination can be conducted faster and have 

greater availability given the prevalence of chest radiology imaging systems in modern 

healthcare systems. Moreover, CT is a sensitive method to detect COVID-19, pneumonia, 

and can be considered as a screening tool with RT-PCR (Bhandari et al., 2021).  

However, one of the biggest bottlenecks faced is the need for expert radiologists to interpret 

the radiography images and it is a challenge task to provide expert clinicians to every 
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hospital. The researchers advised to extend their work to more detailed covid-19 

classifications. We consider their recommendations and try to design and develop a CNN 

model for identification of Covid-19 (i.e., Normal/no findings, Pneumonia and Covid-19).  

The approach that most papers used are machine learning techniques, which needs 

identification 

of features by domain experts in order to reduce the complexity of the data and make 

patterns more visible to learning algorithms to work. They need human intervention only 

capable of what they are designed for. Those are shallow learnings which needs manual 

feature 

extraction and trained on small amount of image datasets, which will be difficult to 

generalize 

for large population (Patterson and Gibson, 2017).  

It is due to the pattern of connections difference in machine learning that uses fully 

connected neural network and deep learning that uses CNNs(Patterson and Gibson, 2017), 

(Farnham,  et al., 2017). In fully connected neural network, each unit is connected to all of 

the units (neurons) in the previous layer. This research work mainly uses deep 

convolutional neural network to learn high-level features from the data in an incremental 

manner. This study is intended to fill the aforementioned gaps. Finally, this study will 

answer the following research questions to attain the specific objectives. 

❖ How to design a deep CNN model that able to identify covid-19 diseases? 

❖ How to develop a prototype of the proposed model and increase its accuracies 

using validation phase? 

❖ How to evaluate the proposed model using test dataset? 

1.4.  Objectives 

1.4.1. General Objective 

The general objective of the study is to develop a model that can identify COVID-19 

diseases by using a chest radiographic image.  

1.4.2. Specific Objectives 

In order to achieve the general objective, the following specific objectives are identified. 



6 
 

❖ To collect images of chest radiographic images and preprocessing it. 

❖ To designing CNN model that able to identify Covid-19 diseases.  

❖ Developing a prototype of the proposed system and increasing its accuracy using 

validation phase. 

❖ To test and evaluate the model using test datasets. 

❖ To Select better Covid_19 disease identification state-of-the-art CNN architecture. 

1.5.  Scope and Delimitation  

The main focus of this research is designing, modeling and prototype development of 

identification covid-19 by using deep convolutional neural networks. However, this 

research work does not include the recommendation of treatment at the time of medication. 

1.6. Methods  

In this study, we follow design science research methodology. It is a research paradigm 

where the creation of new artifact and evaluation of the artifact is a key contribution(Peffers 

et al., 2007). We use the process model designed by (Gengler et al., 2006). Following is 

the description of each phase: problem identification and motivation, objectives for a 

solution, design and development, evaluation, and communication. 

1.6.1. Problem Identification and Motivation 

In this phase, the research problem is defined and the value of a solution is justified. 

Problem definition is used to develop an artifact that provide a solution. Justifying the value 

of a solution helps to motivate the researcher and to understand the reasoning associated 

with the researcher’s understanding of the problem (Suri et al., 2021). Various literatures 

are reviewed to acquire knowledge about the state of the problem and the importance of 

the solution. Research works that have been done to identify covid-19 diseases will be 

analyzed and evaluated to get an understanding of the various methods in identifying the 

disease. The gaps in related research works are analyzed and how we fill in the gaps are 

presented. 

1.6.2. Objectives for a Solution 

The objectives of a solution are inferred from the problem definition or specification. The 

objectives of the study that are inferred from the problem specification are explained. 
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Various resources have been reviewed to know the state of the problem, the state of current 

solutions and their efficiency. 

1.6.3. Design and Development 

In this section, the artifactual solution is created.  This activity includes determining the 

artifact’s desired functionality and its architecture and then creating actual artifact or 

model. Keras (using TensorFlow as backend) is used for designing the CNN model. Python 

is used for writing the required source codes. 

We collected images of chest radiography with the help of pulmonologists from, Tibebe 

gion hospital.  Images were taken from real patient’s, which were attending treatments. 

Image datasets are divided into two parts: training dataset used to train the model and to 

increase the performance of the system through different parameters; testing dataset to 

evaluate the system. About 20,000 Chest radiographic images was collected. It will be 

divided in 70/30 format for training and testing respectively. Allocating 2/3rd of the dataset 

(Dobbin and Simon, 2011) for training is close to optimal for reasonable sized datasets 

(greater than 100 images). 

Keras is a powerful library running on top of TensorFlow. It has its own graph data 

structure for handling computational graphs and communicating with TensorFlow. Keras 

has two main types of models to work with: sequential and functional. Sequential model is 

designed for simple architectures, where we just want to stack layers in a linear fashion. 

Functional model support more-general models with a diverse layer structure, such as 

multi-output models (Carlborg, 1976). 

TensorFlow, in general terms, is a software framework for numerical competitions based 

on dataflow graphs (Farnham et al, 2017). In this graph, nodes represent operations (such 

as addition or division) and edges represent data (tensors) flowing around the system. 

Tensors are the standard way of representing data in deep learning. Simply put, tensors are 

just multidimensional arrays, an extension of two-dimensional tables or matrices to data 

with high dimensionality. RGB images are represented as tensors (three-dimensional 

arrays), with each pixel having three values corresponding to red, green and blue 

components. 
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Our system consists of three main components: preprocessing of images, feature extraction 

and classification into predefined classes. Classification, in turn, encompasses three main 

phases to identify covid-19. These are: 

❖ Training phase: consists of a sequence of convolution, activation, pooling, fully-

connected and dropout layers. Input to convolution layer is the original image. A 

set of K learnable filters are applied, where each filter has width and height and are 

square. Pooling layer is then applied to reduce the spatial size of the input volume 

and hence will reduce the number of parameters and amount of computation in the 

network. Finally, fully connected layers are placed at the end of the network before 

applying the Softmax classifier. Dropout is also applied to prevent overfitting by 

altering the network architecture at training time. It ensures that no single node in 

the networks is responsible to learn a pattern. 

❖ Validation phase: different techniques such as data augmentation, dropout at early 

stages and batch normalization between convolutional layers are applied to better 

characterize or learn features and have higher accuracy.  In this phase, our aim is to 

increase the performance of our model by increasing the accuracy or by decreasing 

the loss. Combination of parameters (weight and bias) that provide higher accuracy 

are used to classify testing datasets. 

❖ Testing phase: images different from training datasets have been given to the 

learned model to evaluate how well the system responds to new datasets. 

1.6.4. Evaluation  

The developed system is evaluated to measure how well it supports a solution to the 

problem. To evaluate the system in a rational method, testing datasets were fed into the 

developed model. Subsequently, the model was evaluated by comparing its output against 

the observed data using precision, recall and f1-score values for evaluating diagnostic 

accuracy. In addition, we conducted a comparison with state-of-the-art models such as 

AlexNet (Krizhevsky et al., 2012), and GoogLeNet (Gliner et al., 2021) that are regularly 

used by previous works. State-of-the-art models are those that won ILSVRC (ImageNet 

Large Scale Visual Recognition Challenges) in different years. 
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1.6.5. Communication  

In this section, the problems, the artifacts of the designed solution, the effectiveness and 

other related information are communicated to relevant audiences when appropriate. 

1.7. Significance of the Study 

A chest radiology image-based identification system can have a great role for both the 

medical and social communities. It can be fast, analyze multiple cases simultaneously, have 

greater availability and more importantly, such a system can be very useful in hospitals 

with no or the limited number of testing kits and resources. Moreover, given the importance 

of radiography in the modern health care system, radiology imaging systems are available 

in every hospital, thus making the radiography-based approach more convenient and easily 

available. Furthermore, CXR screening enables to accelerate the process of determining 

the priority of the COVID-19 suspected patients.   

The method can be done in parallel with of RT-PCR testing to help relief the high volumes 

of patients as well as it can be an option especially when viral testing has low supplies. It 

can also be quite effective for triaging in geographic areas where patients are instructed to 

stay home until the onset of advanced symptoms, since abnormalities are often seen at time 

of presentation when patients suspected of COVID-19 arrive at clinical sites.  

Portability is another advantage, the existence of portable CXR systems means that 

imaging can be performed within an isolation room, thus significantly reducing the risk of 

COVID-19 transmission during transport to fixed systems such as CT scanners as well as 

within the rooms housing the fixed imaging systems.  

1.8. Organization of the Study 

This section presents an overview on the contents of the remaining chapters. The rest of 

this thesis is organized as follows: 

In Chapter Two, the literature review on the concept of covid-19 diagnosis and the 

approaches used for diagnosis are presented. A brief description of covid-19 diagnosis is 

discussed. In addition, a detailed description of the building blocks of CNNs are presented.  

Finally, the most successful CNN architectures which have been used in the field of image 

processing and pattern recognition are presented and a detailed analysis of different works 
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related to the identification of covid-19 are presented. Only those works whose 

contributions are related to our work are discussed. In addition, the common gaps of the 

reviewed works and the way how we fill in the gaps are described exhaustively. 

Chapter three, presents a detailed description of the proposed system is discussed. The 

components that compose the system (preprocessing, feature extraction, feature learning, 

and classification using CNN), and the responsibility of each component are described in 

detail. 

In Chapter Four, the experimental evaluation of the proposed model for identification of 

covid-19 is described in detail. The dataset used and the implementation of the proposed 

model are described thoroughly. Finally, the test results are compared with the state-of-

the-art models. 

Chapter Five, summarizes the major findings of the research work. In addition, the major 

contributions of the proposed deep CNN model and the future works will be outlined. 
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Chapter Two: Literature Review 

 2.1. Introduction 

In this chapter, thorough review of literature and analysis of related works are presented. 

Literature on the concept of covid-19 diagnosis and the approaches used for identification 

are discussed. We begin with a brief introduction of covid-19 diagnosis and identification 

and covid-19 control strategy. The steps in digital image processing and the approaches in 

pattern recognition are discussed thoroughly. Finally, a detailed description of the building 

blocks of CNNs is presented. 

 2.2. Covid-19 Diagnosis 

According to (J. CARRIE et al., 2021)COVID-19 can be identified based on symptoms 

and then confirmed using RT-PCR or another nucleic acid testing of contaminated 

secretions. Chest CT scans, in addition to laboratory tests, can be useful in diagnosing 

COVID-19 in people who have a high clinical suspicion of infection. Serological tests may 

be used to detect a previous infection. 

Pneumonia: is the leading cause of death among young children and one of the top 

mortalities causes worldwide. Pneumonia is detected usually by performing through 

examination of chest X-ray radiograph by highly-trained specialists. This process is tedious 

and often leads to a disagreement between radiologists. Computer-aided diagnosis systems 

showed the potential for improving diagnostic accuracy. In work(Varshni et al., 2019), the 

researchers develop the computational approach for pneumonia regions detection based on 

single-shot detectors, squeeze-and-excitation deep convolution neural networks, 

augmentations and multi-task learning. The proposed approach was evaluated in the 

context of the Radiological Society of North America Pneumonia Detection Challenge, 

achieving one of the best results in the challenge(Varshni et al., 2019). 

COVID_19:  Early studies show patients have abnormalities in chest radiography images 

that are characteristic of those infected with COVID-19, with some suggesting that 

radiography examination may be used as a primary tool for COVID-19 screening in 

epidemic areas. The need for expert radiologists to interpret the radiography images creates 

a bottleneck due to the subtle visual indicators present in the images. While radiography 

https://deepai.org/machine-learning-glossary-and-terms/convolutional-neural-network
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exams can be performed faster and are more accessible due to the prevalence of chest 

radiology imaging systems in modern healthcare systems, the need for expert radiologists 

to interpret the radiography images creates a bottleneck due to the subtle visual indicators 

present in the images (J. CARRIE et al., 2021). While many artificial intelligence (AI) 

systems based on deep learning deliver promising results in terms of accurately detecting 

COVID-19 through radiography imaging, the majority (if not all) of these are closed source 

and inaccessible to the scientific community and the general public to build upon for a 

deeper understanding and extension of these systems. The initial network design prototype 

aims to make one of the following three predictions, such as no findings/normal, 

pneumonia, and COVID-19 viral infection. These predictions were chosen because the 

findings will help clinicians determine not only who should be prioritized for PCR testing 

for COVID-19 case validation, but also which treatment approach to use based on the cause 

of infection, as each form of infection needs a different treatment plan. 

2.3. Pathogens of COVID_19 

According to (J. CARRIE et al., 2021) Emerging infectious diseases/pathogens, according 

to the National Institute of Allergy and Infectious Diseases, are those that have recently 

arisen in a population or have existed but are increasingly growing in incidence or 

geographic range. Many of the most harmful emerging pathogens are pathogenic viruses. 

The length of time that these viruses stay on surfaces will affect disease transmission. The 

coronavirus that causes COVID-19, SARS-CoV-2, is a pathogenic virus. Since emerging 

viral pathogens are less common and unpredictable than proven pathogens, few, if any, 

EPA-registered disinfectant product labels suggest using them against this group of 

infectious agents. As a result, in 2016, the Environmental Protection Agency (EPA) created 

a two-stage voluntary mechanism to allow the use of some EPA-registered disinfectant 

products against emerging viral pathogens not specified on the product label. Based on 

previous EPA-approved claims for harder-to-kill viruses, a company may apply for an 

emerging viral pathogen claim even before an outbreak occurs. 

2.4. COVID_19 Control: Safe Strategies 

As (J. CARRIE et al., 2021) describes , it has been months since COVID-19 threw our 

lives into disarray. We've gotten used to wearing masks, keeping a safe distance from 
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others, regularly washing our hands, and working and learning from afar. But what do we 

know about COVID-19 infection prevention? Scientists, physicians, and public health 

authorities are also trying to figure out how the virus spreads, how to prevent it, and how 

to handle it effectively. New research may lead to guidance that contradicts what we've 

previously been told, and keeping track of it all can be difficult. Fortunately, there is still 

plenty of sound advice available. Being continuously alert and taking precautions, such as 

wearing a mask and physically distancing, which can be physically and emotionally 

uncomfortable, says Yale Medicine infectious disease specialist Jaimie Meyer, MD, MS. 

“However, maintaining these habits is critical to containing this pandemic, particularly 

before a vaccine is available” Furthermore, the colder weather is taking more of us indoors, 

which is riskier than being outdoors because there is less ventilation and keeping people 6 

feet apart can be more difficult. Furthermore, according to Dr. Meyer, SARS-CoV-2, the 

virus that causes COVID-19, could be airborne, making ventilation even more important. 

Seasonal respiratory viruses, such as colds and flu, are expected to arrive in the coming 

months, raising concerns of a "twin emic" that could overwhelm health-care services 

already stretched thin by COVID-19. Since the symptoms of these other illnesses are so 

similar to those of COVID-19, they may confuse. 

Meanwhile, COVID-19 has claimed the lives of over 210,000 people in the United States. 

As we move into the fall season after a hectic spring and summer, it's a good idea to check 

in with Yale Medicine experts and revisit the standard and most recent advice on how to 

stay healthy(J. CARRIE et al., 2021). 

Wearing your mask: COVID-19 can be prevented from spreading to others by wearing a 

mask that protects the mouth and nose. Recent research indicates that masks may actually 

benefit the wearer by providing some form of infection protection. When you can't keep 6 

feet away from everyone, the Centers for Disease Control and Prevention (CDC) suggests 

that anyone over the age of 2 wear masks in public places and with others who don't live 

in the same household. Masks should be made of two or three layers of washable, 

breathable fabric and should be able to fit snugly over your face. Stay socially distant: 

COVID-19 is distributed primarily among people who are within 6 feet (about two arms' 

length) of one another for an extended period of time (at least 15 minutes). Coughing, 
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sneezing, or talking by an infected person may spread the virus by releasing droplets from 

the mouth or nose into the air. People may be asymptomatic and spread the virus without 

even realizing it, which is why it's important to keep a safe distance of 6 feet from others, 

whether inside or outside. Plus, the more people you communicate with at a meeting and 

the longer you spend interacting with each of them, the more time you spend interacting 

with them, the higher your risk of becoming infected with the virus by someone who has 

it (J. CARRIE et al., 2021). 

Keep washing your hands: Handwashing is also an essential part of avoiding COVID-19 

infection. The CDC recommends washing your hands with soap frequently, particularly 

after being in a public place or after blowing your nose, coughing, or sneezing. According 

to the CDC, you can wash your hands for at least 20 seconds and clean the backs of your 

hands between all fingers, under all fingernails, and up to the wrist. After washing, make 

sure they are fully dry (using an air dryer or a paper towel) and don't touch the sink, faucet, 

door handles, or other items. If soap isn't available, use a hand sanitizer that contains at 

least 60% alcohol and rub it on your hands until they're dry. Though the CDC believes that 

the virus is transmitted mainly by close person-to-person contact, it is possible to contract 

COVID-19 by touching a virus-infected surface or object and then touching your own 

mouth, nose, or eyes. As a result, you can wash your hands after touching something that 

may be tainted, such as a public banister or door handle, and before touching your face. 

The virus can live for a short time on some surfaces, but it is unlikely to spread via mail, 

products, or packaging, according to the CDC. Similarly, the risk of contamination from 

food (whether prepared at home, in a restaurant, or as takeout) is considered to be very low, 

as is the risk from food packaging or bags. Even though there is still a lot we don't know 

about the virus, it's still a good idea to wash your hands thoroughly after handling any food 

or items that come into your house (J. CARRIE et al., 2021). 

Keep holiday gatherings small: Holidays put many families together in the fall and 

winter. This can be particularly difficult for those of us who live in areas where it would 

be difficult to gather outside. “Families might be less likely to do a group Zoom call after 

months apart during this pandemic,” says Dr. Meyer. “This may be the year we have to get 

imaginative and reconsider how we celebrate together.” According to Dr. Meyer, this may 
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mean further holiday preparations. Think about quarantining for 14 days prior to the event 

and/or getting everyone screened for COVID-19 if tests are available in your community,” 

she advises. “If at all possible, hold events to a minimum-perhaps only immediate family 

and close friends. Encourage the visitors to wear masks inside if it isn't safe to be outside. 

Spread out the food and dining areas so that people are isolated while eating while keeping 

their masks down(J. CARRIE et al.,2021). 

Dine out carefully: even though many restaurants offer outdoor dining, which experts 

claim is the better alternative, a recent CDC study found that adults with COVID-19 

infections were twice as likely as those without an infection to have visited a restaurant in 

the two weeks before their illness. The study made no distinction between indoor and 

outdoor dining, nor did it take into account social distancing or the use of a mask. (Those 

infected with COVID-19 were more likely to eat at restaurants where few other people 

wore masks or were socially isolated.) Dr. Ogbuagu points out that if you are dining with 

others at a restaurant and sharing tables while eating, which does not allow for sufficient 

social distancing and mask use, it offers opportunities for the virus to spread from person 

to person. With each additional person you come into contact with, your chances of 

spreading infection increase, particularly when people congregate(J. CARRIE et al., 2021). 

Travel safely: Though you should try to avoid traveling, if at all possible, the CDC 

recommends staying at home to avoid COVID-19. It is often unavoidable. However, you 

should check to see if the virus is spreading at your destination before you leave. More 

cases of the virus at your destination raises the chances of catching it and spreading it to 

others. On the CDC website, you can see the weekly number of cases for each state. Don't 

forget to review the quarantining or monitoring laws at your destination or when you return 

home, Dr. Meyer adds. There are safety precautions you should take if you're traveling by 

car, plane, bus, or train. The CDC has a comprehensive list of guidelines for each mode of 

transportation that largely follows the advice above of social distancing, wearing a mask, 

and washing hands, but also provides unique advice for different scenarios. Differentiate 

between flu, colds, and COVID-19: Many people may have trouble distinguishing between 

the flu, a common cold, and COVID-19, which both have similar symptoms. Fever, 

shortness of breath, exhaustion, headache, cough, sore throat, runny nose, muscle pain, or 



16 
 

body aches, as well as vomiting and diarrhea, are all signs of COVID-19 and the flu (though 

these last two are more common in children). Colds, on the other hand, are typically milder 

than the flu and are associated with a runny or stuffy nose. COVID-19, on the other hand, 

is associated with a loss of taste and smell. So, what do you do if you or someone in your 

family experiences any of these symptoms?  First and foremost, you should keep as far 

away from others as possible and wash your hands before coming into contact with your 

face, And, of course, if you have severe symptoms including a high fever or shortness of 

breath, see a doctor or go to the hospital. Otherwise, a COVID-19 test at a nearby testing 

center will help you determine what kind of respiratory disease you have and how to notify 

people you've come into touch with. Parents should contact their children's pediatricians 

about these symptoms, since otherwise, their children would possibly be unable to return 

to school(J. CARRIE et al., 2021).  

Seek routine medical care: You should continue to pursue the appropriate medical 

attention or procedures, whether normal or emergency. Many health centers and physicians 

already provide telehealth (video or phone) appointments, and most have procedures in 

place to reduce the risk of coronavirus infection. It's important to receive emergency 

treatment when you need it. Pediatric and adult doctors recorded fewer emergency 

department visits earlier in the pandemic, raising concerns that patients were avoiding 

treatment out of fear of contracting COVID-19(J. CARRIE et al., 2021). 

Be mindful of your mental health: As a result of the pandemic's tension and uncertainty, 

many people are experiencing anxiety, depression, and other mental health problems. All 

of this is natural, according to mental health experts, who suggest allowing yourself to 

tolerate all feelings, including the negative ones, in order to better control them. If the 

events of the world are too much for you right now, experts recommend practicing 

mindfulness (even only breathing exercises), eating well, and staying physically active. 

Parents can support children who are still adjusting to a lack of play dates, cancelled events, 

and new school schedules by thoroughly listening to their concerns and offering age-

appropriate responses to their questions. Parents will be able to decide whether additional 

emotional support is needed by communicating with children about what they know and 

how they are doing(J. CARRIE et al., 2021). 
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Watch your weight: Some people may be gaining weight at a time when habits are 

interrupted and many people work from home, where snacks are readily accessible (the so-

called quarantine 15). Yale Medicine doctors advise that you concentrate on keeping a 

balanced diet, having enough exercise, getting enough sleep, and finding healthy ways to 

relieve stress now more than ever(J. CARRIE et al., 2021). Obesity, on the other hand, is 

emerging as a separate risk factor for serious COVID-19 disease, also in younger patients. 

Obesity was found to be twice as likely to need hospitalization and much more likely to 

require emergency care than those without it, according to one study of COVID-19 patients 

under the age of 60. This is important, given that an estimated 42 percent of Americans are 

obese (defined as having a BMI of 30 or higher). balance the tension.  

Keep up the good (safety) work: COVID-19 is likely to remain with us for a while. “But 

there is a light at the end of the tunnel with good efforts to continue to pursue public health 

policies to protect each other, and, hopefully, a better vaccine in the future,” Dr. Ogbuagu 

says. COVID-19 is a preventable disease, according to Dr. Meyer, even before a safe and 

effective vaccine is available. “What it takes is for all of us to put in the effort to practice 

the behaviors mentioned above in order to keep our neighborhoods safe and healthy”(J. 

CARRIE et al., 2021). 

2.5. Digital Image Processing 

An image can be defined as a two-dimensional function, g (x, y), where x and y are spatial 

coordinates, and the amplitude of g at any pair of coordinates (x, y) is called the gray level 

or the intensity of the image at that coordinate or point. Digital image processing (DIP) 

uses digital computers to process the image to make an image sharp, clean, detailed, and 

make them “look better”(Davros 2010). DIP involves low, medium, and high-level 

processes. Low-level processes are primitive operations such as noise reduction, contrast 

enhancement, and image sharpening. Medium-level processes include operations like 

segmentation in which the input is an image and its outputs are attributes extracted from 

images. High-level processes are used to “make sense” of a group of attributes (Ge et al., 

2016). 

Color information has gained an ever-growing meaning in digital image processing. A 

color image is treated as a vector function (generally with the three components). The range 
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of the image function is a vector space also known as a color space. Color space (RGB, 

CMY, and HSI color space) is a mathematical model describing the way colors are 

represented as tuples of numbers. 

The RGB color space is used for representing a color image on a monitor (additive color 

mixture). The CMY color space is used for printing a color image (subtractive color 

mixture) (Azad, Hasan, and K, 2017). The fundamental difference between color images 

and gray-level images is that in a color space, a color vector, which generally consists of 

three components, is assigned to a pixel of color image, while a scalar gray value is 

assigned to a pixel of a gray-level image (Azad et al, 2017). For a digital color image in 

the RGB color space, I, three vector components R, G, B are to be indicated for each image 

pixel (x, y): 

I (x, y) = (R (x, y), G (x, y), B (x, y)) T = (R, G, B) T                                                           (2.1) 

All vectors (R, G, B) T with integer components 0 <= R, G, B <= 255 characterize one color 

in the RGB color space (Azad et al., 2017) as shown in Figure 2.1 below. A vector q = (R, 

G, B) T inside the color cube represents exactly one color, where R, G, B, are integers. 

 

Figure 2. 1: RGB Color Space( CronJ, 2021) 

RGB and CMY can be transferred into one another through: 
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The necessary procedures of digital image processing include image acquisition, 

preprocessing, segmentation, feature extraction, and pattern recognition or classification. 

2.5.1.  Image Acquisition 

Image acquisition is the first step for further image processing functions, unless no 

processing is possible. It is the process of taking an image using some hardware appropriate 

for taking a picture. Image can also be acquired from the database or another source tailored 

for research purposes. Most of the time an image taken is unprocessed and requires further 

processing and analysis to be used for specific purposes(P.K.Sinha, 2012). 

2.5.2. Preprocessing 

This step is mainly used to reduce the noise by smoothing or blurring the image. Image 

preprocessing used to improve image quality by suppressing unnecessary distortions or 

enhance features that will be used for further processes. Image enhancement and image 

restoration are the main activities in image preprocessing. Enhancement techniques are 

aimed to magnify details or highlight interesting features to better fit the image for further 

analysis. Image restoration also used to improve the appearance of an image based on 

mathematical or probabilistic models to restore degraded images(P.K.Sinha, 2012). 

2.5.3. Segmentation 

Image segmentation classify pixels until it is possible to extract objects or regions from the 

background (Cai et al., 2019). It is a process of isolating the objects of interest from the 

rest. Segmentation is the partitioning of an image into meaningful regions in order to 

differentiate foreground from background. Segmentation approaches are classified based 

on the features (include brightness, texture, and gradient) and the techniques (contextual 

and non-contextual) used (Davros, 2010). Non-contextual techniques (like intensity-based 

thresholding) ignore the relationships between features in the image. It uses pixels’ gray 

value to categorize into a particular group. Contextual techniques, however, considers the 

relationships amongst the features in addition to the pixel gray value. It includes region-

based techniques (such as region growing) and boundary-based techniques. The decision 

which approaches best segment regions can only be determined by experimentation with 
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the specific image (Azad et al., 2017). The selection of an appropriate segmentation 

technique also depends on the type of images and applications (Cai et al., 2019).  

Segmentation by thresholding: according to each pixel compared to the threshold value 

can be categorized to foreground if its value is greater than the threshold or a background 

otherwise. The success of thresholding depends on the careful and critical selection of the 

threshold value (Azad et al., 2017), (Cai et al., 2019). Thresholding is based on the 

assumption that clusters in the histogram correspond to either background or foreground 

(object of interest) that can be extracted by separating these histogram cluster. If the 

intensity distribution of foreground objects is quite different from the intensity distribution 

of background, it will be clear to apply thresholding for image segmentation (Cai et al., 

2019). The two most commonly used thresholding techniques are optimal thresholding and 

adaptive thresholding. Optimal thresholding considers the histogram of an image to be a 

weighted sum of two or more probability densities, which corresponds to the intersection 

of the two normal distributions (Azad et al., 2017). The goal is to pick a threshold such that 

each pixel on each side of the threshold is closer in value to the mean of the pixels on that 

side of the threshold than the mean of the pixels on the other side of the threshold (Azad et 

al., 2017). Adaptive thresholding is used to segment an image with a variable background 

(Azad et al., 2017). In this case, it is impossible to segment an image with a single threshold 

value. It dynamically changes and applies the threshold over the image. 

Segmentation by region-based methods: based on the similarity of the pixels (pixel 

similarity), it is used to produce connected regions that are as large as possible (to produce 

as few regions as possible). It grows the seed pixel into a region by adding neighbor pixels 

that have similar properties (brightness, texture, color, gradient, or geometric properties) 

with the seed (Azad et al., 2017). Region-based methods assume that neighboring pixels 

within the same region should have similar values (e.g., intensity, color, and texture) (Cai 

et al., 2019). An optic disc and optic cup features using region growing and mean shift 

algorithm was used for automatic detection of corona (Turkoglu, 2021). The region-based 

method may bias the segmentation in favor of the regions that are segmented first. 

However, they are generally better in segmenting noisy images where edges are extremely 

difficult to detect (Azad et al., 2017). 
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Segmentation by boundary-based methods: based on the differences of the pixels (pixel 

discontinuity), it is used to determine a closed boundary such that the foreground and the 

background can be defined (Azad et al., 2017). Edge detection, linking and boundary 

tracking are used in boundary-based methods. Boundary-based methods assume that the 

pixel properties, such as intensity, color, and texture should change abruptly between 

different regions (Azad et al., 2017), (Cai et al., 2019). It is liable to fail under conditions 

of high noise, when the boundary makes abrupt changes of direction which cannot 

successfully be tracked in this way. In this case, low-pass filtering is needed beforehand to 

reduce noise. 

2.5.4. Feature Extraction1 

Combining the existing features set into a smaller set of new, more informative features is 

called feature extraction. In feature extraction, a smaller set of features are computed which 

are more informative. It addresses the problem of finding the most informative set of 

features (Xu et al., 2010). Feature extraction is used to extract the descriptive features (can 

be color, shape or size feature sub-components) of images. Extracted features are used to 

interpret meaningful information from images. The goal of image feature extraction is to 

achieve a better classification rate by extracting new features to represent objects from raw 

pixel data(Cai et al., 2019). 

Feature extraction aims to locate significant feature regions on images depending on their 

intrinsic characteristics and applications. These regions are distinguished by shapes, 

textures, sizes, intensities, and statistical properties. Feature extraction tends to identify the 

characteristic features that can form a good representation of the object, to discriminate 

across the object category with tolerance of variations (Cai et al., 2019). 

Feature extraction by using discrete cosine transform (DCT): DCT is used to reduce 

the dimension of data to avoid singularity and decrease the computational cost. Feature 

extraction using DCT involves two steps. The first step involves the application of DCT to 

 
1 Feature extraction is not similar with feature selection in that the latter outputs the smaller set of 
features selecting k (out of N) important features, ignoring the remaining N-k features, but the 
premier outputs a new set of features. i.e., feature extraction outputs a new set of k- dimensions 
that are combination of the original N dimensions. 
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the entire image to obtain the DCT coefficients, whereas in the second step coefficients are 

selected to form feature vectors (Dabbaghchian et al., 2010). 

Feature extraction by using histogram of oriented gradient (HOG): according to 

Maesen Churchill and Adela Fedor (Churchill and I n.d.), HOG-based feature extraction 

involves three steps: (i) Gradient computation: slant change of something between two 

points is called gradient. Gradient calculation requires filtering the color or intensity data 

of the image with the kernel [-1, 1, 0] or [-1, 0, 1]. (ii) Spatial and orientation binning: used 

to create cell histograms. Each pixel within the cell casts a weighted vote for an orientation 

based on the values found in step (iii). Depending on the gradient, histogram channels 

spread over 0-180 degree or 0-360 degree. (iv) Normalization and descriptor blocks: the 

slant change of something between two points must be locally normalized, which requires 

grouping the cells together into larger and spatially connected blocks. 

2.5.5. Pattern Recognition 

A pattern is any distinguishable representation or interrelation of data, events, and 

concepts. Patterns need to be apparent even when they are severely affected by noise (Cai 

et al., 2019). Classification or pattern recognition is a process to decide whether a new 

object belongs to a particular group or not, depending on whether its features fall inside the 

domain of that group or outside of the domain of that group, respectively (Azad et al., 

2017). Given images that are typical examples of the number of classes (the training set), 

the classification task is to categorize or classify a new image (different from the training 

set) into one of these classes. The training images should have as much variety to have 

higher accuracy. 

2.6. Approaches to Pattern Recognition2 

2.6.1. Naïve Bayes 

Consider the classification problem where sample x belongs to one of two classes, denoted 

as C1 and C2. Assume the priori probabilities P(C1), and P(C2) are known. The density 

function, P(Ci|x), is obtained by: 

 
2 The goal of recognition is to recognize or detect an object and make a (yes/no) decision. 
Classification, however, goes a step further by sorting objects into one of several groups or 
classes. 
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 𝑃(Ci|x) =  
𝑃(x|Ci)P(Ci)

P(x) 
                                                                   (2.3)                                                                                                         

According to Bayes theory, the probability of the classification error can be minimized by 

the following rule: 

 

𝑥 𝑖𝑠 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑡𝑜 𝐶1, 𝑖𝑓 𝑃(𝐶1|𝑥) >  𝑃(𝐶2|𝑥) 

𝑥 𝑖𝑠 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑡𝑜 𝐶2, 𝑖𝑓 𝑃(𝐶2|𝑥)  >  𝑃(𝐶1|𝑥)                                (2.4) 

 

Naïve Bayes assumes that the attribute values are conditionally independent to one 

another. It ignores the possible dependencies among the inputs.        

2.6.2. Support Vector Machine 

Support vector machine (SVM) separates a set of input pattern vectors into two classes 

with an optimal separating hyperplane (Cai et al., 2019). Its aims to separate the input 

patterns by maximizing the distance between the closest vectors to the hyperplane and by 

separating them without error. SVM produces the pattern classifier by applying a variety 

of kernel functions such as linear, polynomial functions as the possible sets of 

approximating functions. 

Even though, SVM was originally designed to handle two-class classification, it was later 

expanded into multiclass classification problems. Different types of SVM classifiers are 

used depending upon the type of input patterns: a linear maximal margin classifier is used 

for linearly separable data, a linear soft margin classifier is used for linearly non-separable, 

or overlapping, classes, and a nonlinear classifier is used for classes that are overlapped as 

well as separated by nonlinear hyperplanes (Cai et al., 2019). 

Linear maximal marginal classifier: used where the training data can be separated by a 

hyperplane, w * x + b = 0. The goal of SVM is to find the optimal values for w and b. After 

finding the optimal separating hyperplane, w0. x + b0 = 0, an unseen pattern, xt, can be 

classified by the decision rule for f(x) = sign (w0. x + b0). Each unseen pattern, xi, belonging 
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as it does to one of two classes, has a corresponding value yi, where yi = {-1, 1}. Because 

the hyperplane is w. x + b = 0, the training data can be divided into two classes such that: 

 

𝑤. 𝑥𝑖 + 𝑏 ≥ 1, 𝑖𝑓 𝑦𝑖 = 1 

   𝑤. 𝑥𝑖 + 𝑏 ≤ −1, 𝑖𝑓 𝑦𝑖 = −1                                                (2.5) 

Linear soft margin classifier: handle input patterns that are overlapping or linearly non-

separable. Its objective is to separate the two classes of training data with a minimal number 

of errors. The linearly separable case in the above case (linear maximal margin classifier), 

can be rewritten as: 

𝑤. 𝑥𝑖 + 𝑏 ≥ 1 − 𝑒𝑖, 𝑖𝑓 𝑦𝑖 = 1 

𝑤. 𝑥𝑖 + 𝑏 ≥ −1 − 𝑒, 𝑖𝑓 𝑦𝑖 = −1                                             (2.6) 

where ei, is non-negative slack variables. 

Nonlinear classifier: kernel functions, such as polynomial functions are used to transform 

the input space to a feature space of higher dimensionality, when the input vectors cannot 

be linearly separated in the input space. 

2.6.3. Artificial Neural Network 

As (Patterson and Gibson, 2017) depicts a neural network consists of at least an input layer 

and an output layer. Some network architectures may include multiple hidden layers 

between the input and output layers. Each layer can have one or more nodes. Each neuron 

in the input layer is connected to every output neuron in the next layer. 

Two operating phases, training and testing, are always encountered in neural networks. 

During the training phase, the neural network takes the training dataset as input and adjusts 

the connection weights to achieve the desired association or classification. During the 

testing phase, the neural networks is tested with the testing dataset (different from the 

training dataset) to retrieve corresponding outputs based on the knowledge discovered from 

the training phase.   
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A neural network has an input layer, one or more hidden layers, and a single output layer. 

Each layer can have a different number of neurons and each layer is fully connected to the 

adjacent layer. The behavior of neural networks is shaped by its network architecture. A 

network’s architecture can be defined in terms of: 

❖ Number of neurons  

❖ Number of layers  

❖ Types of connections between layers 

For the input layer, the input is the raw vector input. The input to neurons of the other 

layers is the output (activation) of the previous layer’s neurons. As data moves through the 

network in a feedforward fashion, it is influenced by the connection weights and the 

activation function type. The basic structure of the neural network is shown in figure 2.2 ( 

taken from (Patterson and Gibson, 2017) below ).  

Input layer: shows how we get input data into our network. The number of neurons in an 

input layer is typically the same number as the input feature to the network. Input layers 

are followed by one or more hidden layers. 

Hidden layer: There are one or more hidden layers in a feed-forward neural network. The 

weight values on the connections between the layers are how neural networks encode the 

learned information extracted from the raw training data. Hidden layers are the key to 

allowing neural networks to model nonlinear functions(Patterson and Gibson, 2017). 
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Figure 2. 2: Fully Connected Multilayer Feed-Forward Neural Network 

Topology(Patterson and Gibson, 2017) 

Output layer: output (prediction or classification) of our model is answered from the 

output layer. The output layer gives us an output based on the input from the input layer. 

Depending on the setup of the neural network, the final output may be a real-valued output 

(regression) or a set of probabilities (classification). This is controlled by the type of 

activation function we use on the neurons in the output layer (Patterson and Gibson, 2017). 

Connections between layers: In a fully connected feed-forward network, the connections 

between layers are the outgoing connections from all neurons in the previous layer to all 

of the neurons in the next layer. These weights are progressively changed as the algorithm 

finds the best solution with the backpropagation learning algorithm. 

2.6.4. Convolutional Neural Network 

In fully connected layers, each unit (neuron) is connected to all of the units in the previous 

layer. In CNN, however, each unit is connected to a small number of units in previous 

layer. In addition, all units are connected to previous layer in the same way, with the same 

weights and structure. CNNs use convolution operation instead of general matrix 
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multiplication in at least one of their layers. Convolution is an element-wise multiplication 

of two matrices followed by the sum. The basic CNN architecture is given in Figure 2.3 

below(García Reyes, 2013). 

 

Figure 2.3: Basic CNN Architecture(García Reyes, 2013) 

Nearly all machine learning and deep learning libraries use the simplified cross-correlation 

function as a convolution operation (García Reyes, 2013). Convolution (denoted by * 

operator) over a two-dimensional input image I and two-dimensional kernel K is defined 

as: 

      S (i, j)  =  (I ∗  K) (i, j)  = ∑ 𝑚 ∑ 𝑛  K(i +  m, j +  n) I(m, n)                                     (2.7) 

The kernel K (tiny matrix) sits on the top of the big image I (big matrix) and slides from 

left-to right and top-to-bottom, applying a mathematical convolution operation at (x, y)-

coordinate of the big image I. CNNs are able to learn kernels (filters) that can detect edges 

in the lower-level layers of the network and then use the edges as building blocks to detect 

high-level objects (features). 

CNN give three key benefits: local invariance (via pooling layers), compositionality, and 

shared weights (García Reyes, 2013) (Carlborg, 1976). Local invariance is used to detect 

an image as containing a particular object regardless of its spatial location. When designing 

CNNs, it should be invariant of translation, rotation, scaling, and any other sorts. A CNN 

computes the same features of an image across all spatial areas (Farnham et al., 2017). 
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Compositionality is used to learn more rich features deeper in the network. Each filter 

composes a local patch of lower-level features into a higher-level representation. A 

network may learn edges from pixels, shapes from edges, and then complex features from 

shapes. This property gives CNN to be powerful in computer vision. 

To move away from pixel representation in a row by gaining the ability to detect the same 

feature independently from the location where it is placed in the input image, a simple 

intuition is to use the same weights for all neurons in the hidden layers. Each layer will 

then learn a set of position-independent latent features derived from the image (Carlborg, 

1976). 

2.6.4.1. Building Blocks of CNN 

Many layers are used to build CNNs such as convolutional, activation, pooling, fully-

connected and dropout layers. Following is a detailed description of each layer. 

Convolutional layers: considered as the core building blocks of CNN architectures. 

Convolution takes input (raw data or feature map output from another convolution), applies 

a convolutional kernel (filter), and outputs a feature map. Filters are small in terms of their 

spatial dimension (but extend throughout the full depth of the volume) as compared to the 

input image and are nearly always square. On images with large spatial dimensions, it is 

often impractical to connect a neuron to all other neurons in the previous layer. When 

implementing CNNs, we choose to connect each neuron to only a local region of the input 

volume. We call this local connectivity and the size of this local region the receptive field 

of the neuron(García Reyes, 2013). 

If the receptive field is of size 5 x 5, then each neuron in the convolution layer will connect 

to a 5 x 5 local region of the image for a total of 5 x 5 x 3 = 75 weights (if the image has a 

depth of 3 (one for each RGB channel). Three parameters control the size of an output 

volume: the depth, stride, and zero-padding size (García Reyes, 2013). The set of filters 

that are looking at the same (x, y) location of the input is called the depth. The depth 

controls the number of neurons (filters) in the convolution layer that connect to a local 

region of the input volume. If the volume size is 8 x 8 x 32 and the receptive field size is 

of 5 x 5, then each neuron in the convolution layer will connect to a total of 5 x 5 local 

region of the image for the total of 5 x 5 x 32 = 800 connections to the input volume. Stride 
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defines by how much we skip pixels in the x- and y-coordinates. It controls the spatial 

movement of the filter across the image or feature map. It introduces the size of skips in 

the application of the filter (Farnham et al., 2017). Smaller strides lead to overlapping 

receptive fields and larger output volumes, while larger strides lead to smaller output 

volumes. As shown in Table 2.1 the size of output volume is reduced much when using 

stride size of 2. 

Table 2.1: Left: a 5 x 5 input image. Right: a 3 x 3 kernel (filter) 

 

Table 2.2: output of convolution with stride size of 1 (left) and 2 (right) 

 

Zero-padding mean padding borders of the original image with zero to keep the original 

image size when applying a convolution. Without zero-padding, the spatial dimensions of 

the input volume would decrease too quickly. Output of applying a 3 x 3 filter on zero-

padded 5 x 5 image is shown in table 2.3 left while the output of applying 3 x 3 filter 

without zero-padding the original image is shown in the right. Zero-padding helps to 

preserve the spatial dimensions of the original 5 x 5 image(Farnham et al., 2017). 

Table 2.3: Applying Zero-Padding (of size 1) to the Image on Table 2.1 left 
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Table 2.4: Effect of zero-padding on output image size 

 

Activation layers: because no parameters are learned in activation layers, they are not 

technical layers. The output of the activation function is always the same as the input 

dimension since activation function is applied in an element-wise manner (García Reyes, 

2013). After linear layers, it is common practice to apply nonlinear activation functions. 

Rectifying linear unit (ReLU) is the most widely used activation function in CNNs 

(Heaton, 2018). Deep CNNs that apply ReLU train several times faster as compared to 

applying other activation such as tanh. ReLUs do not require input normalization to prevent 

them from saturating (Krizhevsky et al, 2012). Activations are done in-place so there is no 

need to create a separate output volume. ReLU outputs the maximum of zero, and the 

number (image pixel). i.e., max (0, x). Table 2. 5 right below shows the output of applying 

ReLU to a 3 x 3 input volume (table 2.5 left). 

Table 2.5: Application of ReLU 
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Pooling layers: used to progressively reduce the dimensionality of the input data and help 

reduce overfitting. This in turn helps to reduce the number of parameters and the amount 

of computation in the network. It takes a local receptive field and replace the nonlinear 

activation function at each portion of the field with the max or min or average function 

(Bharath Ramsundar and Zadeh, 2017). The most common type of pooling layer is max 

pooling, which is used in the middle of the CNN architecture to reduce the spatial size. If 

our pool size is 2 x 2 and we apply max pooling, then we keep only the maximum or the 

largest value in each 2 x 2 block regions and the height and width of the input volume will 

be reduced by a factor of 2. However, we can further reduce the dimensionality of the input 

volume by increasing the stride size. Table 2.6 below depicts the effect of max pooling 

with a stride size of 1 (top-right) and 2 (bottom-right) while applied on a 4x4 input volume 

(left). 

Table 2. 6: Effect of Max Pooling on Different Stride Size 
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Applying a max pooling with large stride size (such as 2) will intensely reduce the spatial 

dimensions of the input volume, discarding 75 % of activations from the previous layer. 

Fully-connected layers: neurons in this layer are fully connected to all neurons in the 

previous layer. They have normal parameters for the layer and hyperparameters. Fully 

connected layers are used to compute class scores that will be used as the output of the 

network (Patterson and Gibson, 2017). They are applied at the end of the network before 

applying the classifier (usually Softmax classifier). 

Dropout: is a technique of turning off some fraction of units in a layer, by setting their 

values to zero during training and turning on these units by setting their values to one during 

testing. It is a regularization form used to force the network to distribute the learned 

representations across all neurons and hence force the network to learn a representation 

that works after the dropout (Farnham et al., 2017). Dropout reduces overfitting by 

explicitly altering the network architecture at training time. It ensures every single node to 

be activated when presented with a given pattern. Dropout avoids the dependency of the 

network on small units of neurons (García Reyes, 2013). 

2.6.4.2. CNN Architectures 3 

Stacking different layers (convolutional, pooling, activation, or fully connected) in a 

particular pattern yields the CNN architecture. Following the successful CNN architectures 

which have been used in the field of image processing and pattern recognition are 

presented. 

AlexNet  

AlexNet won the contest in the ILSVRC-2012 to classify 1.2 million images into 1000 

different classes by achieving a winning top-5 test error rate of 15.3%, compared to 26.2% 

achieved by the second-best entry. The network, which has 60 million parameters and 

650,000 neurons, consists of eight learned10 layers including five convolutional layers 

(some of which are followed by max-pooling) and 3 fully connected layers with the final 

1000-way Softmax which produces a distribution over the 1000 class labels. The non-linear 

 
3 Parameter refers to weights and biases learned during training, whereas hyperparameter refers 
to parameters we want to tune that can not be learned during training. 
4Learned layers try to learn some parameters such as weights. 
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ReLU activation was applied at the output of every convolutional and fully connected 

layer. The network’s input is 150,528 (224 x 224 x 3) dimensional. The 1st convolutional 

layer filters the input image with 96 kernels of size 11 x 11 x 3 with a stride of 4 pixels. 

The 2nd convolutional layer takes as input the pooled output of the first convolutional layer 

and filters it with 256 kernels of size 5 x 5 x 48. The 3rd, 4th, and 5th convolutional layers 

are connected to one another without any pooling or normalization layers. The fully 

connected layers have 4096 neurons each. 

VGG 

VGG takes second place in the contest of the ILSVRC-2014 to classify 1.2 million images 

into 1000 different classes by achieving a top-5 test error rate of 7.3 % (Simonyan and 

Zisserman, 2015). VGG also secured first place in the localization competition. The 

network consists of 16 learned layers including thirteen convolutional layers with a filter 

size of 3 x 3, five pooling layers that follow some of the convolutional layers, and three 

fully-connected layers with the final 1000-way Softmax which produces a distribution over 

the 1000 class labels. All learned layers were applied with ReLU nonlinearity. Their main 

contribution was a detailed evaluation of networks of increasing depth using an architecture 

with very small (3 x 3) convolution filters, which are convolved with the input at every 

pixel with a stride size of 1. It also improves the prior-art by pushing the depth to 16-19 

weight layers. Small convolutional filter size (such as 3 x 3) has gained great advantage 

over large convolutional filer size, such as 7 x 7 as used in (Krizhevsky et al., 2012) by 

reducing the number of parameters and incorporating more nonlinear rectification layers. 

GoogleNet 

GoogleNet won the contest in the ILSVRC-2014 to classify 1.2 million images into 1000 

different classes by achieving a winning top-5 test error rate of 6.7 %, compared to 7.3 % 

achieved by the second-best entry (Gliner et al., 2021). The main hallmark of this 

architecture is the improved utilization of the computing resources inside the network. 

Efficient deep CNN architecture named Inception was used. Its main idea is based on how 

an optimal local sparse structure in a convolutional vision network can be approximated 

and covered by readily available dense components. 
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Figure 2.4: Inception Module with Dimension Reduction (source(Das et al., 2021)) 

The Inception module (as shown in figure 2.5) used 1 x 1 convolutions to compute 

reductions before the expensive 3 x 3 and 5 x 5 convolutions. In addition to being used as 

reductions, they also include the use of ReLU which makes them dual-purpose. GoogleNet 

has 22 learned layers and 5 pooling layers. It used average pooling instead of fully 

connected layers and it improved the top-1 accuracy by about 0.6 %. All convolutions 

including those inside the Inception module use ReLU non-linear activation. 

ResNet 

ResNet won the 1st place in the ILSVRC-2015 classification competition to classify 1.2 

million images into 1000 different classes by achieving a winning top-5 test error rate of 

3.57% (He et al., 2016). It also won the 1st places on the tasks of ImageNet detection, 

ImageNet localization, COCO detection, and COCO segmentation. Although, the ResNet 

is the deepest network (consists of 152 layers) ever presented on ImageNet, it still has lower 

complexity than VGG. 

Deep residual networks (ResNets) make the training process faster and achieve higher 

accuracy compared to the equivalent neural networks by adding a simple skip connection 

parallel to the layers of convolutional neural networks. ResNets have shortcut connections 

parallel to their normal convolutional layers. Shortcut connections are those skipping one 

or more layers and their main function is executing an identity mapping without adding 
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extra parameter and complexity, and their outputs are added to the outputs of the stacked 

layers. 

 

Figure 2.5: ResNet: A Building Block 

Y =  F (X, {Wi}  +  X)                                                                                 (2.8) 

  Y =  F (x, {Wi}  +  WsX)                                                                            (2.9) 

ResNets can be defined as serial connection of multiple basic blocks as shown in figure 2.5 

above. There are also shortcut connections parallel to each basic block and it gets added to 

its output. When the input and output dimensions are equal, the identity shortcuts (Eqn. 

(2.9)) can be directly used, otherwise, linear projection by shortcut connections (Eqn. 

(2.10)) is performed to match the dimensions. 

2.7. Evaluation Technique 

There are different performance metrics that have been used to evaluate the performance 

of the proposed solution or model. Among these, accuracy, precision, recall and f1-score 

are used extensively for measuring the performance of proposed solutions. 

Accuracy: is the proportion of true positives (include both true positives and true 

negatives) against the whole population. Accuracy may mislead the quality of the model if 

the class is not balanced. 
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Accuracy =  (TP +  TN) / (P +  N)                                                                 (2.10) 

Precision: is the proportion of true positives against the whole positives. Mathematically, 

it is expressed as: 

Precision =  TP / P                                                                                 (2.11) 

Recall or sensitivity: is the proportion of true positives against the whole true or correct 

data. It quantifies how well the model avoids false negatives (Patterson and Gibson, 2017). 

It is also known as true positive rate or hit rate. 

Recall =  TP / (TP +  FN)                                                                      (2.12) 

F1-score: is the weighted average the precision and recall. The relative contribution of 

precision and recall to the F1-score are equal. 

F1 − score =  2 ∗  (precision ∗  recall) / (precision +  recall)                         (2.13) 

Micro-average, macro-average, and weighted-average for all the aforementioned 

performance metrics can also be calculated and used for additional analysis of results.  

Macro-average precision or recall is just the average of the precision and recall 

(respectively) of the model on different classes.  

Macro − average precision =  (P1 +  P2 +  … +  PN) / N                                (2.14) 

Macro − average recall =  (R1 +  R2 +  … +  RN)                                             (2.15) 

Micro-average precision or recall is calculated by summing up the individual true 

positives, false positives and false negatives for each class. 

Micro − average precision =
TP1 + TP2 + … + TPN 

(TP1 + TP2 + … + TPN) +(FP1 + FP2 + … + FPN)
                         (2.16) 

Micro − average recall =
TP1 + TP2 + … + TPN 

(TP1 + TP2 + … + TPN) +(TN1 + TN2 + … + TNN)
                             (2.17) 

 2.8. Related Works 

In this section, a detailed analysis of different works related to the identification of COVID-

19 diseases using image processing, machine learning and deep learning techniques are 

presented. Only those works whose contributions are related to our work are discussed. 
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Most researchers have pointed out the challenges of identifying both corona virus and other 

respiratory diseases by taking some radiographical images. Some of the papers that related 

to this study are summarized in the table below: 

Table 2.7: Related Works 

No. Authors  Research title  Methods  Recommendation  

1. Rajpurkar et 

al. 

 

Radiologist-Level 

Pneumonia 

Detection on 

Chest X-Rays 

with Deep 

Learning 

 

They develop an 

algorithm which detects 

pneumonia from 

frontal-view chest X-ray 

images at a level 

exceeding practicing 

radiologist. 

They also show that a 

simple extension of their 

algorithm to detect 

multiple diseases 

outperforms previous 

state of the art on 

ChestX-ray14, the 

largest publicly 

available chest X- ray 

dataset. 

Finally, they hope that 

the technology can 

improve healthcare 

delivery and increase 

access to medical 

imaging expertise in 

parts of the world where 
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access to skilled 

radiologists is limited 

 

2. Asmaa 

Abbas’ 

Mohammed 

M. 

Abdelsamea, 

Mohamed 

Medhat 

Gaber 

 

Classification of 

COVID-19 in 

chest X-ray 

images using 

DeTraC deep 

convolutional 

neural network 

 

The authors performed 

on chest X-ray images 

consisting of COVID-

19, normal and viral 

pneumonia are 

presented to 

demonstrate the 

classification 

effectiveness of the 

hybrid 2D curvelet 

transform-CSSA-

EfficientNet-B0 model 

proposed for the 

diagnosis of COVID-19.  

The irregularities 

in annotated data 

remains the 

biggest challenge 

in coping with real 

COVID-19 cases 

from CXR images. 
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They obtained the 

results for single 

EfficientNet-B0 model, 

combined model 

consisting of 2D 

curvelet transform and 

EfficientNet-B0, and 

hybrid 2D curvelet 

transform- CSSA-

EfficientNet-B0 model 

is compared with the 

results of the studies in 

literature. 

 

3. Ulhaq A, 

Khan A, 

Gomes D, 

Pau M 

 

Computer vision 

for COVID-19 

control 

 

The authors discussed 

the role of AI and big 

data in fighting COVID- 

19. 

In addition to the 

existing deep learning 

architectures available 

for detection and 

diagnosis of COVID-19, 

they discussed the 

existing SIR 

(Susceptible, Infected 

and Removed) models 

and other deep models 

for identification, 

tracking, and out- break 

prediction. 

They did not show 

any comparative 

quantitative 

analysis of the 

reviewed works. 
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They also included 

different speech and text 

analysis methods and 

deep learning 

algorithms for drug 

repurposing, big data 

analysis-based outbreak 

prediction, virus 

tracking, vaccine, and 

drug discovery, etc. 

 

4. Guo Y, Liu 

Y, Oerlemans 

A, Lao S, Wu 

S, Lew MS 

 

Deep learning for 

visual 

understanding: A 

review 

 

The authors reviewed 

medical imaging 

techniques in battling 

COVID-19.  

Various contact-less 

image acquisition 

techniques, deep 

learning-based 

segmentation of lungs 

and lesion, x-ray and CT 

screenings, and severity 

analysis of COVID-19 

along with some 

publicly open datasets 

are included in the work.  

 

They did not 

provide any 

quantitative 

analysis of 

existing methods 

either.  

Also, their 

discussions on the 

existing datasets 

are somewhat 

inadequate. 
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5. M.K. Pandit 

a, b, S.A. 

Banday, R. 

Naaz, M.A. 

Chishti  

Automatic 

detection of 

COVID-19 from 

chest radiographs 

using deep 

learning 

They have used transfer 

learning strategy. 

 

They have used 

small datasets and 

they have put as 

limitation. Using 

small datasets in 

deep learning 

approach is not 

good enough to 

overcome a good 

accuracy. 
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Chapter Three: System Design 

3.1. Introduction  

In this chapter, a detailed description of the proposed system or model for the identification 

and grading of COVID-19 is discussed. It requires a series of steps starting from 

preprocessing of images, feature extraction, and learning to classification into predefined 

classes. Classification mainly encompasses three major phases; these are training phase, 

the testing phase, and the validation phase. In section 3.2, a general description of the 

proposed system architecture is presented. In the following sections, each process 

(preprocessing, feature extraction, feature learning, and classification) is described 

thoroughly. 

3.2. System Architecture 

The proposed system has three components: preprocessing, feature extraction and 

classification. In image preprocessing, we normalize the image to a standard size. We used 

predetermined coordinates, set empirically from the dataset. In feature extraction, we used 

CNN to identify and select important features that account for the symptom of the disease. 

For classification, we used convolutional neural network. Classification encompasses three 

main phases: training, validation, and testing phase. Finally, a SoftMax is used for grading 

into a specific class (normal/no findings, Pneumonia, and COVID-19). The proposed 

system architecture is depicted in Figure 3.1. 

The training phase encompasses different layers (mainly convolution, activation, and 

pooling) stacked on top of each other for learning the most characteristic or distinguishing 

features. Once the features are learned, classification is performed by using the SoftMax 

classifier.  

The validation phase is mainly concerned to optimize (to increase the accuracy or decrease 

the loss) the learning model. In this phase, different techniques such as batch normalization 

and dropout (with smaller value) at early stages are applied after each convolution, which 

are followed by activation layer. Finally, the learning model is constructed from training 

or validation of samples and will be used for testing other samples. 
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Figure 3.1: System Architecture 

The testing phase follows similar procedures with the training or validation phase. It should 

follow the same way, otherwise, it may produce an inaccurate result or will generate an 

error. 
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3.3. Preprocessing 

The preprocessing phase involves image resizing (to 224 x 224) and conversion of images 

into NumPy array that Keras can work with. The state-of-the-art models (Krizhevsky et al., 

2012), (Gliner et al., 2021) take as input an image size of (224 x 224). Hence, it is 

convenient to use an image size similar with previous models as we evaluate our network 

by comparing with state-of-the-art models. OpenCV is used for image resizing and 

conversion into NumPy array. The input layer should be divisible by two multiple times 

after each convolution layer. This will enable the spatial input in our model to be down-

sampled through pooling operation in a suitable and efficient manner. An image source in 

Hospital can be in different size. So, it's mandatory to resize and rescale the image. Before 

the data is feed into the network, the data should be organized in to suitable size. Process 

before feeding the dataset into CNN mode as described follows: - 

✓ Encode the PNG file using Keras package. 

✓ Decoding the PNG file content into different color channels (RGB) grids pixels. 

✓ Rescale the pixel values to 254x254 and conversion of the image into NumPy 

arrays. 

Input: A sample image I 

Output: An array of resized image (to 224,224) 

Begin; 

        Image = original image I 

        Image = resize (Image, 224,224) 

        Image = image_to_array (Image) 

        Return Image 

End  

Algorithm3.1: Image Resizing 

In the pre-processing stage, the input shape is determined. If the input shape is channels 

last ordering, then the depth of the input volume needs to be placed at the third coordinate 
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next to height and width. However, if the input shape is channels first ordering, then the 

depth of the input volume needs to be placed at the first coordinate before height and width. 

This will ensure our network (or model) to work regardless of image channel ordering. 

Input: An image data format 

Output: InputShape //with the correct depth coordinate 

Begin; 

         If image data format == channels first: 

                  Channel dimension =1; //the position of the depth is at the first coordinate 

                  InputShape = (depth, height, width); 

        Else: 

             Channel dimension = -1 //the depth will be located next to height and width   

             InputShape = (height, width, depth) 

       Return InputShape 

End  

Algorithm 3.2: Input Shape Ordering 

3.4. Feature Extraction 

A human chest radiographic image contains interesting structure and provides abundant 

texture information. It contains discriminating textural features so that it can be used 

whether a person is caught by a particular disease or not.  

3.6. Classification   

Classification is done after the distinctive features are learned. Feature learning 

encompasses different layers stacked on top of each other. In this section, description of 

each operation in each phase that is used for learning features and grading into predefined 

classes (Normal/no findings, Pneumonia and COVID-19) is presented. 
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3.6.1 Training Phase  

3.6.1.1 Feature Learning for Training Phase 

Following are descriptions of each layer in each phase to learn the characteristics features 

that characterize at each grade of covid-19. 

Convolution layer: there are 19 convolution layers in the training phase. The input to the 

first convolution layer is 224 x 224 x 1 image. As discussed in chapter two, convolution 

operation requires four parameters. The first parameter is the number of filters that are used 

to control the depth of the output volume. The study model used 32, 64, 96, 128, 160, and 

192 filters. The number of filters applied is increased as one moves to the fully connected 

layers and the Softmax classifier. Different number of convolution layers and different 

number of filters are tested and those that 

achieves higher accuracy are selected. The second parameter is the receptive field size, 

which determines the size of each filter (kernel) and is nearly always square. The study 

used 5 x 5, 3 x 3, and 1 x 1 filter size at a single layer. A characteristic feature that cannot 

be detected by 3 x 3 filter 

size can be detected by a filter size of 5 x 5. The third parameter is stride size, which 

determines the number of pixels skipped (horizontally and vertically) each time we make 

convolution operation. The study used stride size of two (2, 2) and one (1, 1). When stride 

size is two, image dimension is reduced by half vertically and horizontally.  The fourth 

(last) parameter is the amount of zero-padding, which is used to control the size of the 

output. We have used “same” padding, which means the size of the output is equal to the 

size of the input if the stride size is one. 

Since we don’t want to change the size of an input volume through convolution operation, 

we have used stride size of one and padding “same”, otherwise we apply stride size of two. 

We have done convolution operation repeatedly before the input image is down-sampled 

with the pooling layers (operation). Functioning multiple convolution layers before 

applying a pooling layer allows the model to develop more complex features before the 

destructive pooling operation is performed. 

Convolution operation (denoted by * operator) over a two-dimensional input image I and 

two-dimensional kernel K is defined as: 
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𝑆(𝑖, 𝑗) = (𝐼 ∗ 𝐾)(𝑖, 𝑗) = ∑ .𝑚 ∑ .𝑛  𝐾(𝑖 + 𝑚, 𝑗 + 𝑛)𝐼(𝑚, 𝑛)                                     4.1 

Where i and j are image I coordinates, and m, and n are kernel K coordinates. 

Mathematically, 

equation 4.1 is called cross-correlation. However, many neural network libraries 

implement it as 

a convolution operation and call it convolution (Goodfellow and Yoshua Bengio, 2015). 

We also use this library implemented based on the equation 4.1. 

The output of convolution layer after each convolution operation is then W output x H output 

x D output (Adrian, 2017)where: 

𝑊𝑜𝑢𝑡𝑝𝑢𝑡 = (
𝑊𝑖𝑛𝑝𝑢𝑡 − 𝐹 + 2𝑃

𝑆
) + 1 

𝐻𝑜𝑢𝑡𝑝𝑢𝑡 = (
𝐻𝑖𝑛𝑝𝑢𝑡 − 𝐹 + 2𝑃

𝑆
) + 1 

𝐷𝑜𝑢𝑡𝑝𝑢𝑡 = 𝐾                                                                                 4.2 

Where F denotes the filter size, P denotes the number of zero padding, S denotes the 

number of 

stride size, K denotes the number of filters applied. 

Selection of filter size: In the convolution module, we have used 1 x 1, 3 x 3, and 5 x 5 

filter size at the same layer.  

Activation layer: activation function is applied in an element-wise manner. Hence, the 

output of the activation function is always the same as the size (dimension) of the input. 

The width, height, and depth of the output layer is the same as the width, height, and depth 

of the input layer respectively. We have used ReLU activation function in the activation 

layer throughout our model. ReLU activation function returns zero, if the values in the 

input layer is negative, otherwise, it returns its existing value. Mathematically, it is defined 

as: 

𝑌 = max (0, 𝑥)                                                                                 4.3 
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Pooling layer: other operation to change the size of the input volume is pooling. We have 

applied max pooling operation after two or more consecutive convolution layers. We use 

pooling operation to progressively reduce the width and height of the input volume. 

Pooling operation requires two parameters. The first parameter is pool size, which controls 

by how much we want to reduce the spatial size of the input volume. Since our input image 

size is greater than 200 pixels, we have applied 2 x 2 pooling size many times after the 

consecutive convolution layers. The second parameter is the stride size, which determine 

the number of pixels we skipped while doing the pooling operation. We have used stride 

size of two each time we do pooling operation.  

Since max pooling result in loss of accurate spatial information (Szegedy et al., 2015), we 

propose to do average pooling (concatenated with max pooling at the same time) to reduce 

distraction of features. Average pooling, at least, holds the average of all data, thereby the 

selected data have high relation with all other data rather than only with the maximum. As 

shown in table 4.2 below, the application of 2x2 max pooling and average pooling with a 

stride size of 2 on a 4x4 input volume (right) would result in a 2x2x2 output volume (left). 

Concatenating the result of both max and average pooling hold more information about the 

features (data) rather than doing only max pooling. Like the convolution module, we apply 

pooling module at higher layers while keeping the lower layers with the traditional max 

pooling. 

Table 4.1: Application of Pooling Module on a 4x4 Input Volume 
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The output of pooling layer after each pooling operation is then W output x H output x D output 

(Adrian, 2017) 

where: 

𝑊𝑜𝑢𝑡𝑝𝑢𝑡 = (
𝑊𝑖𝑛𝑝𝑢𝑡 − 𝐹

𝑆
) + 1 

𝐻𝑜𝑢𝑡𝑝𝑢𝑡 = (
𝐻𝑖𝑛𝑝𝑢𝑡 − 𝐹

𝑆
) + 1 

𝐷𝑜𝑢𝑡𝑝𝑢𝑡 = 𝐾                                                                             4.4 

Fully connected layer: We have used only one fully connected layer to compute the final 

output 

probabilities for each class before applying to the Softmax classifier. It is due to the move 

from 

fully connected layer to average pooling result in 0.6% increment of accuracy (Szegedy et 

al., 2015). It holds three nodes (equal to number of classes), which are directly applied to 

the Softmax classifier. 

Dropout layer: is used to reduce overfitting by randomly disconnecting inputs from the 

previous 

layer to the next layer in the network architecture. Random disconnection ensure that no 

single node is responsible for “activation” when presented with a pattern. It enables 

multiple, redundant 

nodes to activate when given with similar pattern (inputs), which also helps our model to 

generalize. We have applied dropout layers with p (dropping probability) = 0.4 

immediately before 

the fully connected layers, which is followed by the Softmax classifier. 

Input: preprocessed image I 

Output: feature vector 

Begin; 

        Get the processed image I 
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         Initialize the number of filters K, filter size F, stride size S, and zero-padding ZP, 

         pool size PS, the number of nodes N, the number of classes C, and dropout 

probability P; 

        //the first block of the model 

       For i =0; i<2, i++; 

           Apply convolution operation, Convolution (K, F, ZP, S); 

           Apply activation function, ReLU on the output of the previous convolution 

operation; 

           Apply convolution operation, Convolution (K, F, ZP, S); 

       End for 

       // the first block of pooling module 

       Apply max pooling operation, MaxPool (PS, S) 

       Apply average pooling operation, AvgPool (PS, S) 

       Concatenate filter size 

       // Similarly apply other pooling modules 

       // the first block of convolution operation 

        Apply 1 x 1 convolution operation, Convolution (K, (1,1), ZP, S); 

        Apply 3 x 3 convolution operation, Convolution (K, (3,3), ZP, S); 

        Apply 5 x 5 convolution operation, Convolution (K, (5,5), ZP, S); 

        Concatenate filter size 

        // similarly apply other convolution modules 

       Apply dropout operation, Dropout (P) // drop around half of the nodes, if P = 0.4 

      Apply fully connected layer, FC (C); // takes only the number of classes 



50 
 

      which will be directly applied to the Softmax classifier. 

      Save (or return) extracted features 

End  

 

Algorithm 3.3: Feature Learning in Training Phase 

The proposed convolutional neural network is “deep” for two reasons: the depth (the 

number of 

levels is higher) and the width (the number of units at same level is more than one). The 

width of 

our model is controlled by the convolution module and pooling module. These modules 

introduce a new level of organization (in the architecture of CNN) different from the basic 

CNN 

architecture (figure 2.3) where different layers or operations are stacked on top of each 

other 

linearly (Krizhevsky et al., 2012), (Simonyan and Zisserman, 2015). In the basic CNN 

architecture, only one operation (convolution, pooling, activation, or batch normalization) 

is done at a single layer.  

The convolution module and the pooling module are the building blocks of the model. The 

convolution module (as shown in figure 3.3 left) allows us to do different convolution 

operation at a single layer. The pooling module (as shown in figure 3.3 right) also allows 

us to do 

both maximum pooling and average pooling at a single layer. The output of each 

convolution 

operation in the convolution module is concatenated and taken as an input to the next layer. 

Similarly, the output of each pooling operation in the pooling module is concatenated and 

taken 

as input to the next layer. 
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Figure 3.3:   Left:  Convolution Module; Right: Pooling Module 

3.6.1.2 Softmax 

The output of the final fully-connected layer is given as input to the Softmax classifier. A 

3-way Softmax is used for grading in to specific class (Normal/no findings, Covid-19, 

and Pneumonia). 

Input: extracted or learned features 

Output: class label 

Begin; 

      Get the extracted or learned features (from algorithm 3.3) 

      Apply the Softmax classifier on the learned features 

      Return the class label 

End  

Algorithm3.4: Applying Softmax Classifier

3.6.2. Validation phase 

3.6.2.1 Feature Learning for Validation Phase 

In this phase, our aim is to improve the performance of our model by using validation 

datasets. we can say the performance of the model is improved, if the accuracy of the model 

is increased or the loss of the model is decreased. Following are the techniques we have 

used to improve the performance of our model. 
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Batch normalization: is used to normalize the activations of the given input volume before 

being applied to the next layer in the network. Even though, it is used to reduce the number 

of epochs taken to train a neural network and stabilize training, it slows down the wall time 

(by more than 2x) taken to train our network (Witten et al., 2017). The extra time, however, 

outweighs the negatives. In addition, it makes learning rate and regularization less volatile 

to tune. 

When we apply batch normalization after each activation layer in our network, we have 

got more stable loss curve. We also got better accuracy after batch normalization. 

Dropout at initial stages: we have seen the effect of dropout at the final stage applied 

between the last two fully connected layers in the training phase. It is also possible to apply 

dropout between the convolutional layers and after batch normalization in early stages and 

improve the performance of our model. In this time, however, we apply dropout layers with 

smaller probability p = 0.1-0.25 following convolution layers. 

Input: preprocessed image I 

Output: feature vector 

Begin; 

        Get the processed image I 

         Initialize the number of filters K, filter size F, stride size S, and zero-padding ZP, 

         pool size PS, the number of nodes N, the number of classes C, and dropout 

probability P; 

        //the first block of the model 

        For i =0; i<2, i++; 

            Apply convolution operation, Convolution (K, F, ZP, S); 

            Apply activation function, ReLU on the output of the previous convolution 

operation; 

            Apply batch normalization on the activated output in the previous layer 
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            Apply convolution operation, Convolution (K, F, ZP, S); 

        End for 

        Apply max pooling operation, MaxPool (PS, S) 

        Apply average pooling operation, AvgPool (PS, S) 

        Concatenate filter size 

        Apply dropout operation, Dropout (P=0.1-0.25) 

        // Similarly apply other pooling modules of the model 

        // the first block of convolution operation 

        Apply 1 x 1 convolution operation, Convolution (K, (1,1), ZP, S); 

        Apply 3 x 3 convolution operation, Convolution (K, (3,3), ZP, S); 

        Apply 5 x 5 convolution operation, Convolution (K, (5,5), ZP, S); 

        Concatenate filter size 

        // similarly apply other convolution modules 

        Apply fully connected layer, FC (C); // takes only the number of classes 

        which will be directly applied to the Softmax classifier. 

        Save (or return) extracted features 

End  

Algorithm 3.5: Feature Learning in Validation Phase 

Checkpointing: used to serialize our network to disk and visualize it each time there is an 

improvement during training. Saving model’s weights to disk after every epoch, allow us 

to checkpoint our network and choose the best performing one. 

Learning rate: we use smaller learning rate to reduce the weight update. Decaying the 

learning rate is helpful in reducing overfitting. Keeping learning rate high will lead to 

overshooting of areas of the low loss since we are taking large steps to descend into these 
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areas. It is better to decrease the learning rate progressively, and hence taking smaller steps. 

Reduced rate enables the network to descend into lower loss landscape (without missing 

it) effectively. 

Input: learning rate, and number of epochs, momentum 

Output: learning rate scheduler setting 

Begin; 

        Initialize learning rate, LR, and number of epochs, EPOCHS 

        Calculate learning rate decay as, decay = LR / EPOCHS 

        Select the optimization algorithm; // for example Adam, SGD 

        opt = Adam (LR, decay, momentum); // Applying the Adam optimization algorithm 

        Return the LR scheduler setting 

End 

Algorithm 3.6: Learning Rate Scheduler Setting 

According to (Witten et al., 2017) learning rate scheduler generally has two main 

objectives. These are: (1) finding a set of learning reasonably “good” weights early in the 

training process with a higher learning rate. (2) tuning these (learned) weights later in the 

process to find more optimal weights using a smaller learning rate. We have applied 

learning rate schedulers that reduce gradually based on the epoch number. 

Data augmentation: we have applied random transformation (such as translation, rotation, 

shearing, and resizing) to our dataset to balance the insufficiency of our data. It is clear that 

increasing the size of our dataset will improve the performance of our model. 

Input: preprocessed image 

Output: augmented image 

Begin; 
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        Initialize rotation range (RR), width shift range (WSR), height shift range (HSR), 

        shear range (SR), zoom range (ZR) 

        Set horizontal flip (HF) to true; 

        // Applying augmentation operation 

        aug = ImageDataGenerator (RR, WSR, HSR, SR, ZR, HF) 

        Return aug; //augmented images 

End  

Algorithm 3.7: Data Augmentation 

 

Figure3.2: Data Augmentation  

Data augmentation may reduce training accuracy since the input images are changed 

constantly as compare to training without data augmentation. However, data augmentation 

dramatically reduce overfitting. In addition, it enables the model to generalize better to new 

input samples. 
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The output of the data augmentation algorithm is illustrated in figure 3.2. Notice all images 

(except the top-left image) are randomly rotated, shifted (vertically and horizontally), 

sheared, zoomed, and horizontally flipped. In each case the image retains the original class 

label: COVID-19. However, each image has been modified slightly, thereby giving our 

neural network new patterns to learn. As shown in Figure 3.2, data augmentation helps us 

to generate additional training data, thereby reducing the amount of hand-labeled data 

required to train a deep network. 

3.6.3. Testing Phase 

In this phase, the study followed the same procedure as the training phase or the validation 

phase. We have to preprocess the image in the same manner as the training or validation 

phase. If we follow any other way, it will lead us to incorrect classification since the 

network may be presented with patterns (inputs) it can’t categorize. Feature learning and 

classification is also done in the same manner as the training or validation phase by using 

the knowledge base or the model constructed from the training or validation phase. Input 

images that are different from the training datasets are used, which are called testing 

dataset. 

3.6.3.1 Feature Learning for Testing Phase 

In this phase, we follow the same procedure as the training phase or the validation phase. 

We have to preprocess the image in the same manner as the training or validation phase. 

Any other approach may result in inaccurate categorization since the network may be faced 

with patterns (inputs) that it is unable to categorize. Similarly, feature learning is carried 

out in the same way as training or validation, utilizing the learning model developed during 

the training or validation phase. The testing dataset is made up of input images that are 

different from the training datasets. 

Identification 

As we described in the previous sections, after learnable feature is extracted and build the 

model, the next step is identification and classification of Covid-19 disease using three 

classes. 
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3.7. Summary 

In this chapter, the design of the deep convolutional neural network model for identification 

of COVID-19 is discussed thoroughly. The layers, the activation functions, and the 

classifier that compose the model are discussed in detail. The design of the model is 

composed of three phases; training phase, testing phase, and validation phase. The training 

and validation phase uses the training dataset to form the knowledge base or the model. 

The testing phase passes via the same procedures as in the training and validation phases. 
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Chapter Four: Result and Discussion 

4.1. Introduction  

In this chapter, the experimental evaluation of the proposed model for identification and 

grading of COVID-19 is described in detail. Experimental evaluation approves the 

realization of the proposed model or architecture. The dataset used and the implementation 

of the proposed model are described thoroughly. Finally, the test results are also presented. 

4.2. Dataset 

For this study, Chest radiographic images classified by Pulmonologists are taken from 

Tibebe Gion hospital, which is stored in their local database. In the image acquisition 

phase, normal and diseased (containing COVID-19) images are taken. We have taken 

images of the normal/no findings, pneumonia and COVID_19.  All images were captured 

using Charge-coupled devices (CCDs). All the images are in png (Portable Graphics 

Format) and have pixel size of 4288 x 2848. 

Table 4.1: Data Description 

No. Grade of 

COVID-19 

Source  Special 

Resolution 

Image 

Format 

quantity 

1 Normal/no 

findings  

Tibebe Gion 

Hospital 

224 x 224 Png 6650 

2 Pneumonia  Tibebe Gion 

Hospital 

224 x 224 Png 6650 

3 COVID-19 Tibebe Gion 

Hospital 

224 x 224 Png  6650 

 

4.3. Implementation 

Experiments are done based on the prototype developed with Keras (TensorFlow as a 

backend) on Intel Core ™ i5-6200 CPU, and 8 GB of RAM. The model is trained for 50 

epochs, a batch size of 32, and a starting or initial learning rate of 0.001 (1e-3). The data is 

partitioned into training and testing dataset such that 70 percent of the data is assigned for 

training the model and 30 percent of the data is allotted for testing. Allocating 2/3rd of the 
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dataset (Dobbin and Simon, 2011) for training is close to optimal for reasonably sized 

datasets (greater than 100 images). 

4.4. Test Result 

We have used precision, recall and f1-score for measuring the performance of our model. 

In addition, we have also calculated the micro-average, macro-average, and weighted-

average for all the aforementioned performance metrics. 

Before comparison of the model with the state-of-the-art models, we have to clearly show 

the difference on the accuracy of our model in the training phase and validation phase. The 

training phase is the sequence of convolution, activation function pooling, and fully-

connected layers and dropout after the final fully-connected layers and before the Softmax 

classifier. However, in the validation phase, the model is trained using different parameters 

such as batch normalization (after the activation function), small dropout values at the 

initial stages. In addition, the validation phase is also trained using data augmentation.  

4.4.1. COVID-19 Model During Training Phase 

As clearly shown in figure 4.1 below, our model obtains over 99% training accuracy and 

testing accuracy. This classification accuracy is obtained when the model is trained with 

batch normalization, data augmentation, and dropout at initial stages. 

 

Figure 4.1: Training and Testing Accuracies 

The overall analysis of our model with-in total parameters, trainable and non-trainable 

parameters is given below. 
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Figure 4.2: Analysis of Our Model 

As clearly depicted in figure 4.3 below, our model obtains 98.35% training accuracy and 

98% validation accuracy. 
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Figure 4.3: Iteration to Calculate Loss and Accuracies of the Model 

As clearly shown in the training loss and accuracy curve in figure 4.4 and figure 4.5 below, 

training and validation accuracy increases while training and validation loss decreases. The 

following figure (figure 4.3) illustrates the loss and validation accuracy of our model. 

 

Figure 4.4: Loss and Validation Accuracy 

Figure 4.4 illustrates the loss and validation loss of our model. 
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Figure 4.5: Loss and Validation Loss 

Figure 4.6 below illustrates the precision, recall, f1-score and support values for no 

findings, covid-19 and pneumonia classes of our model. 

 

Figure 4.6: Evaluation of Our Model by Testing Datasets 

It can be noted from figure 4.6 that the proposed model has achieved an average accuracy 

of 96% in identifying covid-19. 

4.5. Discussion  

The challenges in the experiments are overfitting and oscillations in the training and 

validation loss or accuracy. It is due to a random sample from our dataset: the dataset at 

each evaluation step is different, so is the validation loss. In addition, at each epoch there 

(70% of the training 

dataset, divided by the batch size) iterations. At each iteration, different samples are taken, 

trained and tested, thereby oscillation or overfitting occurred. It also occurs due to the result 

of the 
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SGD overshooting in the optimal direction or overshooting of areas of the low loss (Adrian, 

2017), (A.Ng, 2018). 

In this chapter, experimental evaluation of the study model for identification of Covid-19 

is described in detail. The dataset used and the implementation of the study model 

are described in detail. In addition, the test results are presented and compared with the 

state-of the-art models like AlexNet and GoogleNet. 
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Chapter Five: Conclusion and Future work 

5.1 Conclusion  

This research work identified CNN as a major contributor and recent research area for the 

identification of Covid-19 diseases. CNNs are local invariant so that it can be used to 

identify an image as having a particular sign of disease regardless of its spatial location. A 

CNN computes the same features of an image across all spatial areas. After a thorough 

review of literatures and related works, we have interested in identification of Covid-19 is 

given tiny emphasis and are unresolved problems yet. We have also identified that different 

approaches such as image processing, machine learning and deep learning techniques are 

highly applied for detection of the diseases but not for grading the severity of the diseases.  

This research work solved the aforementioned problems by using convolution module and 

pooling module to the basic or default CNN architecture. Hence, a deep CNN system for 

identification of Covid-19 using images of normal and infected people was developed. 

Hence, dependency only on the skill and experience of human experts is reduced.  

The significance of the developed system will bring change in the progress of diagnosis in 

terms of accuracy and efficiency. The system has learned a 98.35% training accuracy and 

98% testing accuracy in Covid-19 identification. Hence, our system would ease the 

problems that the field faced before in its dependency on expert skills and delay in 

diagnosis. 

5.2 Contribution 

As a contribution to the scientific world or the knowledge, the proposed deep CNN model 

offered a systematic approach in identification of Covid-19. The study has used multiple 

datasets to train the model. Considering the CNN architecture, we propose a convolution 

and pooling module that weighs less, train faster and classify more accurately than other 

CNN (state-of-the-art) models. In this work, therefore, the following vital contributions are 

made. 

✓ Datasets: we have trained our model by using maximum amount of chest 

radiographic images compared with other related works. 
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✓ Pooling module: we propose maximum pooling and average pooling to be done at 

the same layer and to concatenate their filters. Since max pooling is distractive by 

its nature, we propose to do average pooling to reduce distraction of data or 

features. average pooling, at least, holds the average of all data, thereby having high 

relation with all data rather than only with the maximum. 

✓ Performance improvement: the proposed model achieves better result in terms of 

accuracy, loss, training time and model size. In terms of accuracy, we have got 98% 

training accuracy and 97.9% testing accuracy that are far above state-of-the-art 

models. The model weighs very less and trains faster as compared to previous 

models. 

5.3. Future Work 

The deep CNN model proposed in this research work can be used in identification of other 

diseases. We would say the proposed deep CNN model is fit to the current requirement 

though there are some issues that need additional work. In this section, therefore, we insight 

the key points that remain a challenge and of course were limitation of this research work 

is lack of getting a lot of chest radiographic images to train the CNN model and improves 

the identification accuracies. The researchers believe that an attempt in the future study 

should consider it to achieve better result in identifying and Covid-19. Hence, this research 

work presented different contributions that can be further improved or implemented on the 

effort to identify related diseases. 
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