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ABSTRACT

Idiomatic expressions are a natural part of all languages and a common part of our
everyday conversation. It is difficult to understand the meaning of idioms since they
cannot be deduced directly from the word which they are created. Natural Language
Processing researche has been influenced by the existence of idioms. It has been shown
that idiom affects NLP researches such as machine translation, semantic analysis,
sentiment analysis, information retrieval, question answering and next word prediction.
Other languages like English, Chinese, Japanese, Indian idioms are identified through
different methods in different researches, but for the Amharic language, there is no
research to identify idioms. Since there is no standard model for identifying Amharic
idioms, this study aimed to develop an idiom identification model for the Amharic
language using a supervised machine learning approach. One thousand datasets are
collected from Amharic idiom books “fA49725 £A.m7" and different Amharic documents.
Vector representation of expressions using python programming was used to prepare a
compatible dataset for the identification model. We contributed that digitalized the hard
copy Amharic idiom book to computerized manner and used different concerned bodies
as a look up table to do their own NLP task. This model helps NLP researchers to decide
the phrases are idiomatic or literal. The developed model achieved a 97.5% accuracy
result in the testing dataset when we employed the KNN algorithm.

Keywords: idiom recognition, PA“725" £ZA.m7, Amharic idioms

[vii]



TABLE OF CONTENTS

DECLARATION ...ttt e e s e neennne s ii
ACKNOWLEDGMENT ...ttt et vi
AB ST RACT ..ttt ettt ettt esab e b e b ettt e nnr e e be e e e e nee vii
LIST OF TABLES ...ttt sttt b et n e e e Xi
LIST OF FIGURES ... .ottt n e Xi
LIST of ABBREVIATIONS. ...ttt xii
CHAPTER ONE ...ttt bttt b et et e s b e be e e 1
1. INTRODUCTION ..ottt ne e 1
IO O = - Tod 1o [0 TU o SO SROOPRPSPN 1
1.2, Problem SEAatEMENT ......c.ciiiiieii e 2
IR TR O ] o T £ LTSS PR OOPRPSPN 4
1.3.1.  General ODJECLIVE .....cuecviiiieie et 4
1.3.2.  SPeCIfiC ODJECLIVES ......ocvieiice et 5

1.4, Methodology 0f the StUAY........cccoviiiiiii e 5
1.4.1. Data Collection Methodology .........ccccuuriiiiiiininiiiiseeee s 5
1.4.2.  PreproCessSing Data..........cccoeririiiiiiiiieieiee s 5)
1.4.3.  ANAlYSIS ANd DESIGN .....oiuiiiiiiieiieiiesie e 6
144, EVAIUALION IMEASUIES ......c.eiiiiiteite ittt 6
1.45.  DeVelopment TOOIS. ..o s 7

1.5.  Scope and Limitation of the STUY ..........coeiiriiiiiiieee s 7
1.6. Significance of the ReSearch..........c.ccccoiiiiiiii 7
1.7. Beneficiaries of the RESEArCN ..........ccoviiiiiiiiiii s 8
1.8.  Organization 0f the TNESIS .......ccviiiiiiiicie e 9
CHAPTER TWO ...ttt ettt nnn e 11



2. LITERATURE REVIEW ..o 11

2.1.  Overview of AMharic Language .........cccuevveiieiieiieie e 11
2.1.1.  Characteristics of AMharic Writing ..........cccooveveiieirene e 12

2.2.  Overview of AMNaric IdiOmMS.........ccoiiiiiiiiiee e 13
2.3, RElAtEd WOTKS ..ot 14
2.3.1.  Summary of Related WOrK ..........cooiiiiiiiiiieee e 16
CHAPTER THREE ...t 20
3. RESEARCH METHODOLOGY ....oooiiiiiiieiieiiiesiie ettt e 20
3.1. Data Collection Methodology ........c.ccoiriiiiiiiiiieieiesessee e 20
3.1.1.  Training and Testing Dataset...........cccoerereririniniseeeeeee s 21

3.2.  Proposed Model ArchiteCtUrE...........covviieiieiiiicce e 21
3.2.1.  Data Pre-proCesSinNg .....c.cicvcieiieieeiieieesieerieseeste e seestesnesraesraeeessaesseennens 22
3.2.2.  Vector RepreSentation...........cccccveieieeiie e et 25
3.2.3.  Train and TeSt MOE.......ccocoiiiiiiiiiii e 29

3.3, EXPerimental SELUD .......cooveiieiiiece et 33
3.4, Model Performance MeasUremMent ............cccoueririrenieienineneese e 34
CHAPTER FOUR ...ttt ettt et 35
4. RESULT AND DISCUSSION ......oiiiiiiiiiieiii ettt ie e seee 35
4.1.  Dataset DIStrDULION.........ccoiiiie s 35
4.2, WOrd2Vec RePreSENtation ..........cccceveririiinieieie st 35
4.3.  Train and Test the Model ..o 40
4.4.  Model Performance Evaluation............ccocooiiiiiiiininiiesseeee s 42
CHAPTER FIVE ..ottt ettt ettt e te e nne e 43
CONCLUSION AND RECOMMENDATION ..ot 43
FUTURE WORK ...ttt 44



REFERENCE LIST ..o s 45

Appendix A: Stop Words & NUMDEIS .........coovoiieiiecece e 49
Appendix B: COrpus Preparation ..........ccccueiiereiieieese e seesie e eese e see e esee e sseenees 50
Appendix C: Vector RePreSENtation ............cccvevviieiieeieiie e eiesee e esee e sie e 54
Appendix D: Represented Dataset SAmple ..o 55
Appendix E: Sample SIMulation COOE ..........cccooiiiiiiieiee s 56

[x]



LIST OF TABLES

Table 3. 1:- character repreSentation ............coviiiierieieiese e 23
Table 3. 2:- Words having spelling variations............cccccccvveiiiiieiiene s 23
Table 3. 3:- NUMbeEr repreSentation...........cccoveiiiiieiieie e 24
Table 3. 4:- morphological richness of Amharic idiom...........ccocviiiiiiicis 25
Table 4. 1:- dataset diStriDULION ........cooiiiiiiiee e 35
Table 4. 2:- one hot encoding repreSentation...........ccocveveiieieeiesieese e 37
Table 4. 3:- performance result of MOdel ............coevveiiiie i 42

Figure 3.
Figure 3.
Figure 4.
Figure 4.
Figure 4.
Figure 4.
Figure 4.

LIST OF FIGURES

1:- PropoSed MOGEL........c.ooiiiiieiiiic e 22
2:- WOrd2Vec repreSentation...........cooeiiiiiieieieriese st 29
1:- word to integer repreSentations ...........cccooeverererenenesieeee e 36
2:- hidden layer vectors generation...........ccccceeveeiveieenesiie s 38
3:- numeric value of the eXPresSioNS.........cccviveieeiiiie e 39
4:- parameters used to build the model ... 40
5 :- 2D representation of testing dataset ..........cccocevereriniieicc e 41

[xi]



LIST of ABBREVIATIONS

2D Two Dimension

BDU Bahirdar University

BNC British National Corpus

Bow Bag of Words

CPU Central Processing Unit

GB Giga Byte

GHz Giga Hertz

GMM Gaussian Mixture Model
HMM Hidden Markov Model

KNN K-Nearest Neighbor

LDA Linear Discriminant Analysis
MWEs Multiword Expressions

NLP Natural Language Processing
NVC Noun Verb Construction

PCA Principal Component Analysis
POST Part Of Speech Tag

RAM Random Access Memory
SMT Statistical Machine Translation
SVM Support Vector Machine

B Tera Byte

TF-IDF Term frequency and Inverse Document Frequency
VNC Verb Noun Construction

WSD Word sense disambiguation

[xii]



CHAPTER ONE

1. INTRODUCTION

1.1. Background

Idiomatic expression is one of the ways of expression, which is made from figurative
words. Idiomatic expressions are collecions of words that have a common meaning that is
unrelated to the individual word’s meanings. ldioms cannot be interpreted from the word
which it is formed from directly (Akililu and Worku 1992; Lowri et al. 2015)

Idiomatic expressions are important natural parts of all languages and prominent parts of
our daily speech. Idioms are considered as one of the hardest and most interesting parts of
Ambharic vocabulary. But, they are considered as one of the most peculiar parts of the
language; on the other hand, they are difficult because of their unpredictable meanings by
people’s which are unfamiliar to the nature or meaning of idiomatic expressions (Caillies
2007; Mantyla 2004; Salton 2017). In addressing idioms and idiomatic expressions, it is
notable that as idioms are part of the culture, people may not understand the meaning of
an idiom because its meaning cannot be determined by knowing the meaning of the
words that form it, and all people are not familiar with idioms. The meaning of an idiom
is not simply the joint meaning of the individual words. For example, the expression 7%
+24(F (the sky lies on him) has an idiomatic meaning (he confused) that has nothing to
do with the meaning of a7 or +24-0-t.

Identifying the idioms from literals requires studying both the language part and the
mechanisms that used for the automation of NLP expressions. Idioms are one of the main
components of a language, developing an algorithm and model for identifying idioms is
of great importance to enhance NLP related researches. When it comes to the importance
of idioms, without them, languages become boring, because words are the framwork of a
language, while idioms are its essence (Ahmadi 2017). As a result, the incorrect

algorithm and model result in incorrect recognition, which affects the language's essence.
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Since idioms are expressions with special features, recognition is an important and

interesting area of study.

Idioms in other languages, such as English, Chinese, Japanese, and Indian, are identified
using a variety of approaches in various studies, however there is no such study for the
Ambharic language. This study used a supervised machine learning approach to construct
an idiom identification model for the Amharic language since there is no standard model

for identifying Amharic idioms.

1.2. Problem Statement

Most of the Ethiopian languages including Ambharic idioms are not collected and well
organized yet. Almost all of the Amharic idioms and their definitions are stored manually
(on papers), which is difficult to obtain and use easily in digital form. In many Ambharic
fictions, there are too many idiomatic expressions used by the authors. For example
(Alemayehu 1996), one of the famous Amharic fictions called fikireskemeqgabir (&$C hah
av 1) contains idiomatic expressions. The readers always obtain so many idiomatic
expressions in fiction, but they understood the expression contextually because of a lack
of opportunities to recognize idioms from the text with collected and organized resources

in a digital manner.

The task of learning and evaluating Amharic idiom is left to the Amharic language expert
by default. That is why there are still insufficient, well-organized, and computerized
Ambaric resources available. The situation necessitates making an effort to collect and

organize Amharic idioms to make them available.

Other NLP studies, such as bilingual idiom translation, word sense disambiguation, and
contextual text similarity, are impacted by the nature of idioms. Another feature of idioms
that makes them difficult for the NLP system to process is that idiomatic expressions

have both idiomatic and literal (non-idiomatic) usages.

One of the most important NLP applications that are negatively affected by idioms is
Statistical Machine Translation (SMT) systems like google translate tools (Zong and

Hong 2018). Phrase-based SMT systems extend the basic SMT word-by-word approach
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(Koehn et al. 2003). These systems thus limit themselves to a direct translation of
expressions without any syntactic or semantic context. Hence, standard phrase-based
SMT systems do not model idioms explicitly (Bouamor et al. 2011). Unfortunately
modeling idioms to improve SMT is not well studied (Vilar.D.et.al. 2009). It is
commonly accepted in the Machine Translation field that the performance of SMT
systems degrades when the input sentence contains an idiom as they often try to translate

the idiom as ““literal text™.

The other NLP research affected by idiom is sentiment analysis. Sentiment analysis is the
most common text classification tool that analyses an incoming text and tells whether the
underlying sentiment is positive, negative, or neutral (Farhadloo and Rolland 2016;
Williams et al. 2015)  Most sentiment analysis works by looking at words in isolation,
giving positive points for positive words, negative points for negative words, and then
summing up these points. The sentiment analysis technology classifies a given text as
negative if there is a negative word in the text. In Amharic, most of the time the negative
word is formed from the prefix Ad, 42, At... + Root word + postfix ¢°, F9°. Example
AANAY® (A + NA+ 9°) to mean ‘he has not eaten Atm@9® (A + mT + 9°) to mean she did
not drink AAZLT9° (Al + 2L+ F9°) to mean she has not gone. Example

1. ¢ Ad%L9° (he has not gone to work). Neutral
2. 974 NéviPA (they have eaten Lunch). Neutral

3. AN AkNA ALLATI (she is not noisy). Posetive

From the above sentences, the first and the second sentence have no idioms. Therefore,
the sentiment analyzer is successful in classifying the sentences as negative, neutral, and
positive simply by observing the word-formation from the sentence. The presence of the
idiom (A Ak0d) makes the sentiment analyzer classification to be false. If the sentiment
analysis fails to know the nature of the phrase “a- a®OA”, it fails to classify the given
sentence in a wrong way. This problem requires a detailed study of the nature of Amharic

idioms.
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Semantic analysis is the other NLP research affected by idioms. The semantic analysis of
natural language content starts by reading all of the words in the content to capture the
real meaning of any text (Singh and Hanumanthappa 2016). Semantic technology
processes the logical structure of sentences to identify the most relevant elements in the
text and understand the topic discussed. It also understands the relationships between

different concepts in the text. Consider the following paragraphs:

+04- ¢HNANT o023 Alha :: ook aoChil HO1A9° (LIP7T 1AM, Yardo+g 9ot
emane eavC:

The medication that has been promised is low-cost. The patient, who had been exposed to

the medicine for a long time, started to anticipate his death.

As soon as the machine detects the words AZhq, it understands as the whole paragraph as
the cheapness of the medicine. But, the phrase e2&5%+ AZha and ear&31-E7 avcha is used

in the paragraph is to mean that the medicine is unable to cure the patient.

Our long-term research goal is to investigate how to automate idiomatic expression

identification for the Amharic language.

This research is going to answer the following questions throughout and at the end of the
research.
1. How to identify idioms from literals for the Amharic language?
2. Why to represent the dataset to before identification model?
3. What supervised machine learning algorithm achieves better performance
result?
1.3. Objectives
1.3.1. General Objective

The general objective of this research is to develop an idiom identification model for the

Amharic language.
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1.3.2. Specific Objectives

» To conduct a literature review and related works to understand the approaches
of idiom recognition.

To collect and prepare dataset

To study the mechanisms to identify idioms from literals.

To prepare a dataset that contains idioms and literals

To represent text into a vector representation

To implement the appropriate algorithm and develop the model

YV V. V V V V

To test and evaluate the performance of the model.
1.4. Methodology of the Study

Since the Amharic language has limited resources, the primary action must be to learn the
language component, which includes data collection and organization. To perform
Ambharic idiom recognition, data collection methods would be used to collect and
organize Amharic idioms first. The supervised machine learning approach would take
place after enough data had been gathered and arranged. This would be an experimental
study using supervised machine learning.

1.4.1. Data Collection Methodology

1.4.1.1. Books and Documents

Data related to idioms collected from Amharic Idioms (Akililu and Worku 1992) and literal
expressions from different Amharic documents. All the collected data would be cleaned,
remove stop words, numbers and normalize characters finally prepared as training data.
The models would train with these datasets. To test the model, random expressions which
are combination idioms from the Ambharic Idiom book and literals would be taken from

different Amharic documents.
1.4.2. Preprocessing Data

It is better to think of the presence of some kind of error from the collected data.

Therefore, all the collected dataset would not be used as it is; instead preprocessing and
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further cleaning the data would be performed and requires character normalization,
spelling correction, cleaning, tokenization and possible morphological structure of

idiomatic expressions would be considered.

To prepare a well-organized dataset, we used hard copy documents, so, it acquired to
change from hard copy to soft copy to make digital dataset. During typining misspellings
would be observed; these misspellings would result from missed out spaces (e.g. I’204.
instead of P2 A4 to say he is patience), replacing letters with visually similar characters
(e.g., P1émd for 7 #md).

1.4.3. Analysis and Design

To accomplish the research, the following points would be analyzed and studied well:
Vector representation: - Machine learning or deep learning algorithms are difficult to
process and take text as input. It requires encoding to other representations of texts by
using different algorithms. Word2Vec algorithm is one of the text encoding algorithms
that represent text with vectors (Grzegorczyk 2019; Salton 2017)

Feature extraction: the research is going to be done with the principle of supervised
machine learning. To train the machine, extracting representative features from the

labeled data would be done.

The other fact that we can observe from the list of idioms is the number of words forming
an expression. The number of words forming Amharic idioms are either of one word or
two words or more than two words (Akililu and Worku 1992). From this formation, we

used combination of two words to identify idiomatic expressions.

Identifier: we used a supervised machine learning algorithm to train and test the model.
The model identifies idiomatic expressions based on the feature which was extracted and

the vector representation of expressions.
1.4.4. Evaluation Measures

We used Accuracy, recall, precision, F-score to show and measure the performance of the

model.
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1.4.5. Development Tools

To build the model and test its performance, we used Python and Matlab programming.
We wused the Anaconda navigator Jupyter Notebook environment for Python
programming, along with various libraries such as tensor flow, pandas, and the Sklearn
library.

1.5. Scope and Limitation of the Study

A representative model would be designed for idiom identification for the Ambharic
language. This research would focus on idioms that are formed from the combination of
two words which mean phrase level. We represent expressions into vector or numeric

representation using the Word2Vec model.

The research was going to be done primarily by collecting the Amharic idioms found in
the Amharic idioms book which are combination of two words only. This thesis is not

used one word or more than two words combination of idiomatic expressions.

The study is not considered the nature of idioms which are either pure or literal nature of
idiomatic expressions. Our thesis used all pure or semi-pure idiomatic expressions of two

words combination.
1.6. Significance of the Research

Idiomatic expressions are frequently used in published books, especially Amharic fiction
books, to maximize the degree of the message to be conveyed and to attract the readers’
attention. To make the concept stated in the fiction clear, more idiom recognition
mechanisms for the Amharic language are needed. This necessitates a computerized

Amharic idiom word list that is well-organized and compiled.

A reader may not be able to recognize the combined terms that form idioms and
determine the existence of Amharic idiom(s) from the expression at the time of reading.
As a result, the readers take the text's idiom(s) literally. The meaning intended to be

conveyed would be lost if the idiom was translated word for word. Identifying the
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existence of idioms from the given text is therefore the most critical and primary action in

idiomatically interpreting idiomatic expressions.

In short

1. Writers use an idiomatic expression to maximize the degree of the message to be
transmitted and to attract the reader’s attention. At this time, it must identify the
idioms, to interpret and exchange the message correctly

2. Used to reduce time to check whether a text has an idiomatic word or not using
the digital dataset as a lookup table

3. Used to enhance NLP application researches

1.7. Beneficiaries of the Research

Different concerned bodies are beneficial after this research is completed. Thus are
Writers: - In Ethiopia, there are more book writers in various categories such as fiction,
educational books, historical books, people's tradition-based books, and so on. As a
result, it is preferable to use idiomatic phrases in the book to draw readers and compose a
good book. For example “Aaev v-dLh A$7 £0AaPA::”, under this example the phrase “A47
£0APA” is an idiomatic expression which means “he is more talkative”. “aAde> v-A'LH
AGAG LD4A " the first sentence has a strong sound and attracts the reader’s attention

due to the existence of idiomatic expressions than the second sentence.

Readers:- They used idioms as literal because there is no mechanism to distinguish
idioms from the text when they read various books or reading materials that contain
idiomatic expressions. As a result, these readers are missing the intended message or
sense of the reading content. However, when idioms for the Amharic language are
understood, readers can comprehend the context and message of the book they are
reading.

Evaluators:- Due to a lack of mechanisms that identify or extract idiomatic expressions
for the Amharic language, it is difficult to understand the context of the reading material

They evaluate the document using our digitalized dataset as a lookup table.
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Language translators:- They can look for idiomatic expressions in the text before
attempting to translate the entire text. As a result, to search for the existence of idioms,
they read the entire text and manually extract the idioms. When Ambharic idioms are
extracted from the entire language, they can be used to translate other tokens word for

word or as a complete text.

For example: - to translate from Amharic to English through machine translation we
consider the following sentence. "AN0 P& A& (PP AVT7 AdAT, 10.::” when we give
the whole sentence to the machine as input, it translates as the following “As Abebe's
abdomen is wide, he is important to our country”. The Amharic idiom “wr& a4” from the
sentence tells about A0N7 2t/ “Abebe’s patient”. When we used direct word-by-word
translation, it gives about Abebe’s abdomen wideness and importance to our country.
Without considering idiomatic expressions, using direct machine translation affects the
meaning of the text.

The correct meaning of the above sentence is “As Abebe's patient, he is important to our
country"

Professionals and language speakers - The fact that Amharic is a mother tongue
language does not imply that he or she is an expert in that language. Speakers encounter
language in a variety of ways. They also practice idiomatic gestures, which they attempt
to use in their lives. Professionals of every language must understand the meaning of the
language's idiomatic expressions and use them appropriately; the same is true for
Amharic language professionals. As a result, this research work aids them in
understanding the essence of the Amharic language by distinguishing idioms from
literals.

1.8. Organization of the Thesis

This thesis is divided into five parts. Context details, a statement of the issue, the study's
goal, scope and limitations, and benefits and beneficiaries are all covered in the first
chapter. The second chapter includes a literature review section that covers an overview
of Amharic language, the nature of Amharic idiom, and related works. The third chapter

covers research methodology, which includes data planning for the experiment, models,
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and algorithms used in the research. The experiment findings and performance results are
discussed in the fourth chapter. The final chapter wraps up the conclusions and suggests

some feature works for further study.
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CHAPTER TWO

2. LITERATURE REVIEW

This chapter aims to demonstrate the most important aspects of existing works, such as
substantive observations as well as theoretical and methodological contributions relevant
to idiom identification. The overview of the Amharic language, its grammatical nature,
and the writing system in the Amharic language was discussed in this chapter. A study of
similar works of literature reviewed to establish the model for this research as well as to
organize the research concept. The literature on idiom recognition and idiom properties

has been reviewed specifically for this study.

2.1. Overview of Amharic Language

Ambharic language is a Semitic language and written by using the Fidel system adapted
from Ge’ez. According to the Ethiopian central statistics agency census reported in 2007,
a country of 73.92 million people has used the Amharic language. Even outside Ethiopia,
Ambharic is the language of millions of emigrant peoples (notably in Egypt, the US,
Israel, and Sweden), and is spoken in Eritrea.

Ambharic words are categorized under six basic classes, namely, ag® (noun), +@Am Og°
(pronoun), <n (verb), ®sd (adjective), +a@-an an (Adverb) and eoa+PLL: (preposition)
based on morphology and position of the word in Amharic sentence (2979° 1987)

Noun: a word would be categorized as a noun if it can be pluralized by adding the suffix
»T P+ (“owch”) and used as nominating something like person and animal. It is used as

a subject in a sentence.

Pronoun, the following are some of the pronouns in Amharic v, £, Afx, AOP, A, h7t,
A7F...; quantitative specifiers, which includes A7, A747%, and possession specifiers
such as A s, ?A 7 T, PA (.

[11]



Verb: any word which can be placed at the end of a sentence and which can accept
suffixes as /v /,/uv-/,[d/, etc. which is used to indicate masculine, feminine, and plurality is

classified as a verb.

Adjective: is a word that comes before a noun and adds some kind of qualification to the
noun. But every word that comes before a noun is not an adjective.

Adverb: a word that qualifies the verb by adding extra ideas from time, place, and
situations point of view. The following are adverbs in Amharic +97F, 19, Hé, foe, 9°74,
héF, h7219, 05 and a19°%'.

Preposition: a word that doesn’t take any kind of suffix and prefix, that can’t be used to
create other words, and which doesn’t have meaning by itself but can represent different
adverbial roles when used with nouns. The different propositions include h @ A : @87 aa ¢
W7k, ORt.

2.1.1. Characteristics of Amharic Writing
Under this section, we focused on the nature of Amharic language based on Fidel’s.
Ambaric languages took the whole Ge’ez alphabet and uses in its writing system and add
some other alphabets like @, ¢n,, '7, &, *F.... There is a redundancy of characters in the
Ambharic language. However, in Amharic, there is no meaning change but, each alphabet
in Ge’ez has its meaning even if alphabets are having the same sound. The table below

shows an example of character redundancy.

Table 2. 1:- Amharic characters with the same sound

Consonants Other symbols with the same sound
v (ha) Ychah 1A

0 (sa) w

A(a) K09

2 (tsd) 0

Spelling variants of a phrase would increase the number of terms describing a text
unnecessarily, reducing the efficiency and precision of the subtext categorization and

idiom recognition classifiers. Word variants (spelling differences) caused by inconsistent
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use of redundant characters should be normalized during preprocessing. The different
types of a character with the same sound are converted to one common form during the

pre-processing stage of Amharic expressions in this work.

2.2.  Overview of Amharic Idioms

Ambharic idiom is a phrase made up of a sequence of either one word or two words or
more than two words that cannot be interpreted from the meaning of the individual words
or their normal mode of combination. Amharic idioms are created using single word, two

words and more than two words.

Example:-
One word:- AA-+iALLITE aNka
Two words:- At Gd-A00T ADNTAE,T 040 ...
More than two words:- Ah¢- @A7 PAQICIAAPAP LPT LLATE 04U AT H1lé. ..

One of the complex natures of Amharic idiom is having both idiomatic and literal
property. Some Ambharic idioms like A8 am and &N (LA are pure Amharic idioms which
cannot be interpreted out of their pure idiomatic meaning. The Amharic idiom A% am
cannot be interpreted in another way except its idiomatic meaning “ta14.’. Unlike the
pure Amharic idioms, there are semi-pure idioms that can be interpreted in two ways;
idiomatically and literally.

For example, ¢170¢ A2 has both idiomatic and non-idiomatic property. ldiomatically,
‘e170C 0,2” is used to express someone’s openness; on the other way, ‘ea170¢ 0,2’ is used
to express the tissue on our face. Identification of idioms is a challenging problem with

wide applications because of idioms having complex nature.

As stated in the book (PA71CE 2A.mF, 1992) Amharic idioms are related to body parts,
culture related and people’s traditional practices. By considering the newness of our
research, we limit this research, to propose recognition of idiomatic expressions that are a

combination of two words for the Amharic language using supervised machine learning.
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2.3. Related Works

Different researches are conducted research related to idioms in different languages and
their effects were analyzed on language translation (Salton 2017; Williams et al. 2015)
Different scholars do idiom identification using different methods like using meaning
(Verma and Vuppuluri 2015), VNC part of tag sequence, sentential distribution (Salton et
al. 2016), word embedding (Peng and Feldman 2016a).

Most work on the phrase classification stream imposes syntactic restrictions. Verb/Noun
restriction is imposed in (Diab and Bhutada 2009; Fazly et al. 2009), and Preposition-
Noun-Verb restriction is imposed in (Fritzinger et al. 2010). The latest studies were used
word embedding models by vector representation of phrases through different methods,
like term frequency of phrases and Word2Vec approach for identification of idioms
(Peng et al. 2010; Salton 2017).

The research centered on the meaning of idiom terms, so that properties of individual
words in a phrase vary from the properties of the phrase in itself (Verma and Vuppuluri
2015). The researchers used three data sets for the experiment: englishclub.com, the
Oxford Dictionary of Idioms, and the Verb Noun Construction (VNC) corpus. The
study's success was assessed using a union and intersection methodology. The study
developed a model that recognizes idiomatic speech through dictionary-based type as a
result of this research. Takes VNC POS tag sequence only and Difficult for Amharic
idioms due to the ambiguous of idioms like A% am, ?170C O.D.

The research was carried out by automatically detecting idiomatic phrases using
dictionaries (Muzny and Zettlemoyer 2012). Three lexical features and five graph-based
features were included in the analysis. The research focused on identifying English
language phrases from web data. The Wiktionary default rule and the Lesk word sense
disambiguation algorithm were used to assess the results. If the meaning of a word is
unclear, it becomes an idiom, but not all ambiguous words are idioms. The Lesk Word
Sense Disambiguation algorithm was used in the research. Their model was limited to
dictionary terms and used a pattern of word matching technique, and all ambiguous

words were ruled out as idioms.
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The experiment was focused on the context of idiomatic expressions and literal
expressions (Peng and Feldman 2016a). The researchers proposed two approaches to
represent the context of idioms and literals; compute inner product of context word
vectors with the vector representing a target expression and compute literal and idiomatic
scatter matrices from local contexts in word vector space. The researchers used a dataset
of 2984 VNC tokens from BNC as well as a list of VNC tokens that were classified as
literal, idioms, or unknown. The study was restricted to the occurrence and frequency of
words in context. In this case, idioms were chosen as the word because it appears
regularly, but this was not the case all of the time and aimed to predict the idiomatic

usage of VNCs.

Based on the distribution of terms, a study was conducted to classify phrases as literal or
idiom (Peng and Feldman 2016b). The word distribution for a literal expression differs
from the distribution for an idiomatic expression, according to the study assumption. The
analysis represented the distribution of words in vector space as a covariance matrix and
word vectors obtained from the Word2Vec tool. The researchers used data from the
National Science Foundation's Grant No. 1319846 to conduct their research. The research
used 12 datasets to assess output throughout 20 runs. The study looked at the frequency
of a word's occurrence to determine if it was an idiom or a literal word. To test and train

the model, they used a small dataset.

On the idiom dictionary, the research demonstrated lexical knowledge of idioms
(Hashimoto et al. 2006). The research discovered two significant obstacles to idiom
recognition word ambiguity and idiom transformations. Researchers maintained that
transformable idioms required dependency knowledge, while ambiguous idioms required
disambiguation knowledge as well as dependency knowledge. A dataset of 100 verbal
idioms was used in the analysis. They gathered 300 sample sentences from the Mainichi
newspaper of 1995 as an assessment corpus, each containing 100 idioms. The research
looked at idiom dictionary lexical skills.

Using linear discriminant analysis, this study was conducted on idiom recognition (Peng
et al. 2010). For English language studies, the researchers used the VNC (Fazly et al.

2009) corpus. The 2,550 sentences in a 6,844-dimensional term space were represented
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term-by-sentence using a bag-of-words model. The dataset used in the analysis contains
2,550 sentences, 2,013 of which are idiomatic and 537 of which are literal. For the
sample, 300 literal and 300 idiomatic sentences were chosen at random as preparation,
and 100 literals and 100 idioms were chosen at random as testing from the remaining
sentences. Thus, the training dataset consists of 600 examples, while the test dataset
consists of 200 examples. The research was achieved 80.15% accuracy through the three

nearest neighbor (3NN) classifier.

The sent2vec model was used to create distributed representations to encode features that
are predictive of idiom token classification (Salton et al. 2016). The study used a
collection of sentences from the British National Corpus that included 53 separate Verb
Noun Constructions. The sentences were encoded in three different formats: uni-skip, bi-
skip, and comb-skip. The research used four expressions on various models and
distributed representations to assess results. The research yielded a variety of successful
outcomes. The analysis only used VNC expressions to identify idioms from literals, but it
also includes another series of parts of speech tags, so this research ignores these idioms

even though they are represented in vector space.

In (D.Salton et al. 2017) presented four different models to overcome the limitations of
the state-of-the-art model for VNIC type idiom identification. The study proposed a
probabilistic approach, Smoothed Probabilities, Interpolated Back-off Probabilities, and
Normalized Google Distance. The study used 319 idioms and 319 literals used to train
the idiom identification model and 95 idioms and 95 literals for testing the model from
British National corpus. The study showed that feeding the fixedness metrics to an SVM
also improves the F1-score on the same VNIC type identification task.

2.3.1. Summary of Related Work

There is no research made for idiom recognition for Amharic language before. By
considering the negative impact of idioms in many NLP researches, we initiated to deal
on idiom recognition model for Amharic language. The negative influences of idioms on
the NLP researches have been stated in the foreign languages. What makes idioms in

every language is the complex nature it shows. Every idiom in the world has complex

[16]



behavior. Therefore, if idioms have a negative impact on NLP applications researches in
one language, there is no any situation that the Amharic idioms cannot negatively affect

Ambharic NLP researches.

When we stand to do this research, we reviewed idiom identification approaches using
different language to propose the better approach for our research. The researchers in the
stated related work used their own methodology, approach and the result of the research.
Researchers used a corpus of grammatical part of speech tag sequence of VNC to
recognize idioms like; lose face, lose head, make scene... but when we see the tag
sequence of Amharic idioms, it followed NV, NN, VN, tag sequence. So, it is difficult to
extract one common feature based on part of speech tag sequence like that of English

idioms.

When we have seen the work of (Verma and Vuppuluri 2015), difficult due to Amharic
idioms are either pure or semi pure expressions, so, in Amharic language it contains the
idiomatic meaning and literal meaning of the expressions when the idiom is semi-pure
expression. To represent expressions, researchers used term frequency approach of VNC
part of speech tag corpus and consider ambiguity of words. Researchers used ambiguity
of words approach, rule-based approach and pattern matching approach, but for this all
ambiguous words are not idioms and others are static approaches. We proposed machine
learning approach idiom identification for Amharic to overcome the negative impact of
NLP applications and the gaps that are observed from literatures.
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Table 2. 2:- Summary of related works

No | Author Titles Method used Dataset size Gaps Result %
(Verma and A New Approach for | Meaning of the word idiom, 53 VNC » Consider individual words
Vuppuluri Idiom Identification | IdiomExtractor tokens meaning and the phrase itself

) ) difference 95.04%
2015) Using Meanings and the
» Takes VNC POS tag
Web
sequence only
» Difficult for Amharic idioms
due to the ambiguous of
idioms like A% Am, 270C (0
(Muzny and | Automatic idiom | Lesk word sense | 1,300 dictionary | » Limited on words which | 83.8%
Zettlemoyer | identification in | disambiguation, default | definition in were found on Wiktionary
2012) Wiktionary wikitionery rule Wiktionary » Used a pattern of word
matching technique, All
ambiguous words were
ruled out as idioms
(Peng and | Automatic idiom | Tf-idf, phrase-idf, phrase-tf- | 2984 VNC, | » Consider the distribution | 92%
Feldman recognition with word | idf, COVAR, Context Word2Vec of words
2016a) Embedding’s representations | > Used VNC tag sequence

dataset

» aimed to predict the

idiomatic usage of VNCs

(18]




(Peng and | Experiments in idiom | Tf-idf, phrase-idf, phrase-tf- | 12 VNC, Depend on the | 81%
Feldman recognition idf, CoVAR, GMM Word2Vec frequency of words
2016b) model They wused a small
dataset
(Salton et | Idiom Token KNN, Linear-SVM-Per- | 53VNC The model tests on a | 96%
al. 2016) Classification using Expression, Grid-SVM-Per- | Sent2Vec small dataset that are a
Sentential Distributed Expression, SGD-SVM-Per- | representations sequence of VNC
Semantics Expression
(D.Salton et | Idiom Type SVM and probabilistic | 828 idioms and It only considers VNC | 85%
al. 2017) Identification with method literals datasets with probabilistic

Smoothed Lexical
Features and a
Maximum Margin

Classifier

method
Fixed
improved using SVM on
VNC

metrics were

[19]




CHAPTER THREE

3. RESEARCH METHODOLOGY

In this chapter, we presented detailed research methodologies of the study. We presented
dataset collection and preparation methodology, proposed model design, and detailed
explanation of proposed model activities.

3.1. Data Collection Methodology

As a data set, we used Akililu and Worku's Amharic idioms book (Akililu and Worku
1992) and different Amharic documents. There are over two thousand Amharic idioms in
the Amharic idioms book. We gathered idioms and researched the characteristics of
Ambharic idioms and analysis of idiom properties is needed. Idioms are made up of a
combination of single word, two words, or more than two words and are linked to a

variety of topics such as body parts, culture, religion, nature, and behavior, among others.

Most Amharic idioms’ are created by relating to the body part namely; heart-related, eye-
related, stomach-related, ear-related, neck-related, head-related, blood-related, hand-
related, bone-related, leg-related, leap-related, intestine-related and peoples tradition or
culture-related idioms (Akililu and Worku 1992).

Examples: vk 404, V49 9PHH, U491 MA, VA0 (LA, VAN 0@, U+ 4D, vt aag, vt
a7hd, v0ta (s, o0t LA, o0 IR0, U0 P9, vAF PAG, U A%140, Ui ACT,
VAS (LA, UP Ad, V9 FAAL, U AdLA, U1 O, U910, ad. 1, Al +aime, 190 P, PO
T, A0 A, PPIOL P, koot (D, (PR avpH, PR A4, PR (MY, PR Od, PR IC, S
ane, e $mas, 4 aa0t, 07éd Amdt, AR o5, (%A AAG@., 021 AJ°, AN hL410),
avget AN, 9ot ANAQ, TICI° AAQ, AT PANAL, PITAN PULPaR(l, AOIPCA. AGERA, A0 P10,
Ah A4, ANA PAheR, PALMT aPAoh+d, €0ALS POFTF, Am, aPAm,, AP Am, @7 Am,
PNt AT, NLLE Ac,, AGT PALM., TIHOLY ALTY, @0HET AL, AA 10,00 TLHY, A0 @OF

...others are listed at appendix B.
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We may understand the meaning and characteristics of Amharic idioms, even if they are
formed about people's lifestyles, body parts, or other topics. This study would look for
idioms at the phrase level, which means idioms made up of two words. Due to the nature
of the expression, identifying idioms is a difficult and ambiguous activity. This thesis
work is new and it would show the possibility of our local language automation by using

different methods.

To build the model of the study data is collected from Amharic idiom books and different
Amharic documents. A corpus is prepared that contains one thousand expressions that are
idiomatic and literal. The collected dataset has an equal number of literals and idioms. All
the collected datasets are preprocessed and represented into vectors or numeric values in
N-dimensional spaces.

3.1.1. Training and Testing Dataset

This study used a supervised machine learning approach, which is a method of manually
labeling data and assigning the idiom or literal class to expressions. As training data, the
collected Amharic idioms and literals are cleaned and normalized with possible

morphological structures.

The data set is divided according to the 80/20 rule (Philemon and Mulugeta 2014), with
80% of the dataset going to the training set and 20% to the test set. Eight hundred
expressions were used to train the model and two hundred expressions were used to test
the model. All the training and testing datasets are expressions that contain either

idiomatic or literal classes from Amharic idiom books and different Amharic documents.

3.2.  Proposed Model Architecture

The proposed model has the following basic components to identify idioms. The figure

3.1 shows the components with basic activities.

[21]



Figure 3. 1:- Proposed model
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3.2.1. Data Pre-processing

Since noisy data may slow the learning process and reduce the system's efficiency,
preprocessing removes irrelevant data from the dataset, reducing computational time and
improving classifier performance (Rase 2020). It is preferable to consider the possibility
of some kind of error in the data collected. As a result, the entire dataset will not be used
as is; rather, preprocessing and further cleaning of the data will be done, which will
necessitate character normalization, tokenization, and the removal of stop words and
numbers.

[22]



Cleaning and Spell Correction

The collected dataset would be converted from hard copy to soft copy to prepare a well-
organized corpus. Misspellings would be observed. Misspellings would result from
missed out spaces (e.g. 204 instead of P& a4 to say he is patience), replacing letters
with visually similar characters (e.g., #7 ®m¢ for 7 #m¢). During typing such errors are

occurred, so, it needs to correct such spellings and also spaces.

Normalization

Character Normalization means normalizing letters that had the same sound as one
common letter. Token normalization is the process of canonical tokens (Zhu et al. 2007).

In this study, this kind of character-level normalization is done.

Table 3. 1:- character representation

Number | Un-normalized characters Normalized
1 ch/h/A/10/D v
2 0/%/u/k A
3 a/0 o
4 w/a a

As shown in Table 3.1 above, different characters on the un-normalized characters are
normalized to one common representation which is appeared on the normalized character.

The table below shows examples of the different word spellings caused by the redundant

characters.

Table 3. 2:- Words having spelling variations

Words in English Words in Amharic | Spelling variations of the word
Stomach re h L

Eye hQr AL

Sky T3 woige,

World A0T® 0A9° GA° KA

Sun UL Ve
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Tokenization: a recognition of sentence boundaries to segment texts into tokens (Getinet
2015). For Ambharic language white spaces and punctuation marks (full stop (::), an
exclamation mark (!), question mark (?), and colon (%)) is used as a word-level separator.

For our research work we used the white space to classify the phrase into word level.

Remove Stop Words and Numbers

words that occur too frequently and little semantic in the text (Miretie and Khedkar
2018). Amharic stop words have a negative influence on idiom identification due to their
frequency of occurrences. For example, Amharic words like “e17 “(but), “1@ (is), “10c”

(was), are considered as stop words. See list of stop words and numbers at appendix A.

In Amharic numbers can be represented by either the Arabic number system or symbol of
the Ethiopian number system or alphanumeric representation. For the idiom identification
model, they harm the model when they are not properly identified. For example 2 9°An: 2
aNl. The following table shows number representations in Arabic, Ambharic, and

alphanumeric.

Table 3. 3:- Number representation

Arabic | Ethiopic | Alphanumeric Arabic Ethiopic Alphanumeric
1 5 YA 20 &) vf

2 g U0t 30 @ aAQ

3 N ook 40 o aca

4 0 Al 50 q Ve
5 & hPPOrT 60 = aga
6 zZ aLk 70 oy gl

7 7 a0t 80 P 0979
8 T 7>t 90 q HnG
9 i H' 100 ¢ o f-
10 I ANC 1000 134 L

For our model, we used an alphanumeric representation of numbers, because our model

works on texts.
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Morphology of Amharic Language

Amharic is a morphologically rich language with many variations. When the root word
combinations of phrases are idioms in the Amharic language, the morphology of the term
is also an idiom, and the same is true for literals. When preparing the dataset, we took
morphology into account. The phrase's morphology may have an idiomatic or literal

interpretation. Both morphological structures in Amharic texts are taken into account.

Table 3. 4:- morphological richness of Amharic idiom

Ambharic idioms Possible morphemes | Status
hE. Amlan Idiom
PA%5. TImC Idiom
KB Amd. K8, hmd. Idiom
K2, hmOt Idiom
A% hml0t Idiom
A ATCOFA Idiom
We. ATZA Idiom

3.2.2. Vector Representation

Text as input is difficult to process using machine learning or deep learning algorithms
(Grzegorczyk 2019; Salton 2017). It necessitates the use of various algorithms to encode
other text representations. One of the text encoding algorithms that use vectors to
represent text is the Word2Vec algorithm. Word2Vec is a set of neural network models to
represent words in vector space. In vector space vectors with a low cosine gap, identical
terms are clustered together, whereas dissimilar words are spread out (Grzegorczyk 2019;
Salton 2017). Vector representation of expressions on two dimensional spaces is shown
in appendix C. Different vector representation methods were developed for NLP

applications.

A. One-hot Representation
In the vector space notation, it is a sparse vector: that is a vector with one at only a single

position and zeroes at other remaining positions like [0 0000000001000 0]. Its
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drawback is space complexity and its failure to represent the similarity between two
words (Sharma et al. 2017). no semantic information is getting expressed with this

representation system

Example:- corpus= ['UN+ 1&0, UN+E @5, AT 9RAN, A AT, U AICH L UAS N ]
First, generate unique words from the sentence. The length of vectors is the number of
unique words in the dataset is 11 and assigns 1 for the expression which is found on the

vocabulary like the following

v0+=[1,0,0,0,0,0,0,0,0,0,0]
160 = [0,1,0,0,0,0,0,0,0,0,0]
v:t=[0,0,1,0,0,0,0,0,0,0,0] the same is true for others.

B. Bag of Words (BoW) Representation

Bag of Words (BOW) is an algorithm that counts how many times a word appears in a
document and quantize each extracted key point into one of the visual words (Xu et al.
2013; Zhang et al. 2010). It creates a vocabulary with unique words and then creates
vectors, with the length of the vectors indicating the length of the vocabulary. It is simple
to comprehend and put into practice. The sparsity of representations can be affected if the
data is too huge and contains numerous unique terms. Sparsity adds to the complexity of
both space and time. It makes it more difficult for models to retrieve small amounts of
data from a huge representational space.
Example:- corpus= ['UN+ 1&0 UNtE ¢5 AT PAN A AT9ZA U A1CA UAS NN 1]
First, generate unique words from the sentence.
Corpus = ["UN+" :1," 1&N0"1," UNE"1, “eq":1, "BAT"1,"9°AN"1,"UA"2," RAAZA "1,
"RICA"1," UAS":1," LA"1]

C. TF-IDF Representation
It measures the importance of a word in a document by looking at how often it appears in
the document (Xu et al. 2013). The frequency of a word is an indication of its importance.

If a term appears frequently, it is likely to be significant. IDF (Inverse Document
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Frequency) is used to calculate the weight of rare words across all documents. The words

that occur rarely in the corpus have a high IDF score (Xu et al. 2013)

TF=  number of words that occur in a document

Total number of the word in a document ~ ----------=mmmemeemv equation (3.1)

Example:- Docl= ['VA.SLA U-OH150 UTANL VRELA VIOT U-ATIPAN']
Doc2=['vNt+1&0 v-AFIPAN U-AICT vNE$S ']

Words Document one Document two
VAS (LA 1/6 0/4

U1%0 1/6 Ya

VAN 1/6 0/4

V9hd.LN 1/6 0/4

V107 1/6 0/4

U-ATIPAR 1/6 Ya

UCAICT 0/6 Ya

UALEPS 0/6 Ya

The total number of expressions in document one is six and document two has four
expressions. We have ten expressions. So, the TF of expressions here looks like the
following.

TF(waSsMa) =1/10, TF+Hsa) =2/10, TFWtAAL)=1/10, TF(vhé.c0)=1/10,
TF(v-at9°an) =2/10... the same is true for others. Frequently occurred words like
UAtPANE UAICTE UOHIe0 are significant. Researchers used this term frequency for
idiom identification based on the frequency of words and they concluded as frequently
occurred expressions are idioms (Peng and Feldman 2016b).

D. Word2Vec Representation

Word2Vec essentially places words in feature space in such a way that their location is
determined by their meaning. Words with similar meanings are clustered together, and
the distance between two words has the same meaning (Ma and Zhang 2015; Salton
2017). It is a method/model for generating word embedding for improved word
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representation. It captures a huge number of syntactic and semantic word associations
with great precision. It's a two-layered shallow neural network with only one hidden layer

between input and output (Mikolov et al. 2013).

Word2Vec model uses a distributional similarity-based approach for representing each
word as a vector of N-dimension, where each element in the vector is a real number
(Sharma et al. 2017). Word vectors represent words as multidimensional continuous
floating-point numbers where semantically similar words are mapped to proximate points
in geometric space (Salton et al. 2016). There are two models in this class used by
Word2Vec which convert unsupervised representation to supervised form for model
training (Grzegorczyk 2019; Salton 2017).

The neural network in CBOW (Continuous Bag of Words) predicts the words that fall in
between or predicts the target words from the context, whereas, in Skip-grams, the neural
network takes in a word and then tries to predict the surrounding words or predict the

target words from the context.

In both models, a predetermined length window is moved along the corpus, and the
network is trained using the words inside the window at each step. The learned linear
transformation in the hidden layer is used as the word representation once the neural
network has been trained. The beauty of representing words as vectors is that they lend
themselves to mathematical operators. For morphologically rich languages such as
Turkic, Arabic, Chinese, Amharic Word2Vec can treats each word in the corpus like an
atomic entity and generates a vector for each word unless we apply morphology analysis

before providing a dataset to model (Eshetu et al. Aug-2020).

For this research, we used the Word2Vec method to represent expressions into vectors.
Word2Vec produces the probability of words in the output layer. Word2Vec focuses on
the idea of a word or term being represented by a vector to represent words in vector space
representation. See the represented sample dataset in appendix C.

The following figure shows that the diagrammatic representation of Word2Vec
representation structure through CBOW and skip-gram (Mikolov et al. 2013).
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Figure 3. 2:- Word2Vec representation

INPUT PROJECTION OuUTPUT INPUT PROJECTION OuUTPUT

wit-2) wit-2)

wit-1) wit-1)

SuUM

¢

—_— wit) wi(t) B

wit+1) wit+1)

N
72NN

wit+2) wit+2)

cBOwW Skip-gram

E. Global Vectors (GloVe) Model

Count-based approaches compute word representations using global co-occurrence counts
from the corpus. Glove aims to integrate the methodologies of CBOW and skip-gram
models, and it has proven to be more accurate and efficient (Sharma et al. 2017). For each
word, the models are utilized to construct a vector of a fixed size. As an invariant, each
model employs the similarity of two words. They presume that words that appear in

comparable circumstances have comparable meanings.

3.2.3. Train and Test Model

To develop the model, we used supervised machine learning methods. We would discuss
some supervised machine learning algorithms in detail to implement the better algorithm.

A. K-Nearest Neighbor Classifier

The KNN method is a non-parametric instance-based learning method that stores all
available data points and classifies the new data points according to the similarity
measure (Bzdok et al. 2018). The idea behind the KNN method is to assign new
unclassified examples to the class to which most of their next K belongs. This algorithm
is very effective in reducing misclassification errors when the number of samples in the

training data set is large.
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The KNN is one of the prospective statistical classification algorithms used to classify
objects based on the next learning examples in feature space (Thirumuruganathan 2017).
It is a lazy learning algorithm in which the KNN function is locally approximated and all
calculations are reset to classification. During the learning phase, no model or actual
learning is performed, although a learning record is needed, it is only used to fill a sample
of the search space with instances whose class is known, this algorithm is also called lazy
learning algorithm. This means that training data points are not generalized and that all
training data is needed during the test phase. When an instance whose class is unknown,
the algorithm computes its nearest K neighbors and the class is assigned by choosing
between them. In the KNN algorithm, the training phase is very fast, but the testing phase

is expensive in terms of time and memory (Bzdok et al. 2018; Thirumuruganathan 2017)

The KNN algorithm comprises two phases: the training phase and the classification
phase. In the learning phase, the learning examples are vectors (each with a class label) in
a multidimensional feature space. In this phase, the feature vectors and class tags of the
training samples are stored. In the classification phase, K is a user-defined constant, a
query or test point (unlabeled vector) is ranked by assigning a label, which is the most
recurrent among the K closest training samples this request point. In other words, the
KNN method compares the query point or an input feature vector with a reference vector
library, and the query point is tagged with the nearest library feature vector class. This
way of classifying the query points according to their distance to points in a set of
learning data is a simple but effective way of classifying new points

(Thirumuruganathan 2017).

K-Nearest Neighbor (KNN) is an automatic learning method in which the classification is
performed by determining the nearest neighbors for the determination of the given
example class based on the calculation of the minimum distance between the given point
and the other points of the distances calculated with; Euclidean, Manhattan, Minkowski,
Supremum, and Cosine Similarities (Bzdok et al. 2018) . In the classification, the test
pattern is ranked by the largest number of votes of neighbors K, with the sample being
assigned to the most commonly used class among its neighbors K-Closer. K is a positive

integer determined by a test-and-error method from which the lowest error rate is
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obtained. In general, the classifier architecture is simple, but as the number of training

data increases, the classification time becomes longer.
B. Bayesian Classification

Bayesian classifiers are statistical classifiers that can predict the class membership
probabilities of a given tuple. The base for Bayesian classification is the Bayes theorem.
Studies comparing classification algorithms have found a simple Bayesian classifier
known as the Naive Bayesian Classifier. Naive Bayesian classifiers assume that the effect
of an attribute value on a given class is independent of the values of the other attributes.

This assumption is called class conditional independence (Sainia et al. 2013).

During pattern classification based on Bayesian classification, there are two kinds of
probabilities. The prior probability indicates the probability that the pattern should belong
to a class, say Ci, for i=1, 2, 3...N. The posterior probability P(x/Ci), on the other hand,
indicates the final probability of belongingness of the pattern x to a class Ci. The
posterior probability is computed based on the feature vector of the pattern, class
conditional probability density functions P(x/Ci) for each class Ci, and prior probability
P(Ci) of each class Ci. Even though, Bayesian classifiers have the minimum error rate in
comparison to all other classifiers theoretically. In practice, this is not always the case for
inaccuracies in the assumptions made for its use, such as class-conditional independence,

and the lack of available probability data.

The training phase and testing phase of Bayesian classifiers operate as follows: using the
training samples the method estimates the parameters of a probability distribution. And
the prediction of the test sample, the method computes the posterior probability of that
sample belonging to each class. Then the test sample is classified according to the largest
posterior probability. During training and testing, it is assumed that features are

conditionally independent in the given class (Bzdok et al. 2018; Sainia et al. 2013)
C. Support Vector Machine

The support vector machine (SVM) is a machine learning algorithm based on statistical

learning theory (Bzdok et al. 2018). A support vector machine builds a hyperplane or set
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of hyperplanes in a high- or infinite-dimensional space, used for classification (Seetha et
al. 2008). Good separation is achieved by the hyperplane that has the largest distance to
the nearest training data point of any class (functional margin), generally, the larger the
margin lowers the generalization error of the classifier. SVM uses a Non-parametric with
binary classifier approach and can handle more input data very efficiently. Performance

and accuracy depend upon the hyperplane selection and kernel parameter.

The main advantages of SVM are it gains flexibility in the choice of the form of the
threshold, contains a nonlinear transformation, provides a good generalization capability,
the problem of overfitting is eliminated, Reduction in computational complexity, Simple
to manage decision rule complexity, and Error frequency. Disadvantages of SVM have
resulted in transparency is low, training is time-consuming, the Structure of the algorithm
is difficult to understand, and the determination of optimal parameters is not easy when

there is nonlinearly separable training data (Bzdok et al. 2018).

The calculation complexity and complexity of the decision rule are reduced in SVM. In
SVM, training speed depends on the size of the learning data and the separability of the
classes. In K-NN the cost of the learning process is zero; no assumptions about the
characteristics of the concepts to learn have to be done; complex concepts can be learned

by local approximation using simple procedures.

For this study, we used the SVM algorithm due to the above and the following
justifications (Bzdok et al. 2018) for our model to identify idioms from literals. SVM is
less computationally demanding than KNN and is easier to interpret but can identify only
a limited set of patterns. On the other hand, KNN can find very complex patterns but its

output is more challenging to interpret.

KNN can create class boundaries that may be less interpretable than those of linear SVM.
SVM can achieve good prediction accuracy for new observations despite large numbers
of input variables, whereas the classification performance of KNN rapidly deteriorates
when searching for patterns using high numbers of input variables because equal

attention is given to all variables.
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SVM only needs a small subset of training points to define the classification rule, making
it often more memory efficient and less computationally demanding when inferring the
class of a new observation. In contrast, KNN typically requires higher computation and
memory resources because it needs to use all input variables and training samples for

each new observation to be classified.

For an SVM, the better hyperplane is the one that has the highest margin between the two
groups. The maximum width of the slab parallel to the hyperplane with no interior data
points is called the margin. The more distance from the boundary the more chance to be
classified but little space means there is high noise for misclassification (Bzdok et al.
2018). Our model uses two classes, so, to classify the new input X as either class one or

class two we used the following equation.

g(X): Wt X+b:0 - - 'equation (32)
Where

W-=line perpendicular to the hyperplane

b=position of a hyperplane in a feature vector
The above equation draws a straight line to classify the testing dataset into two classes.
We used Matlab programing to identify the class of our dataset. The model built based on

the following parameters. The simulation result is shown on appendix E.

3.3. Experimental Setup

To develop the model, we used the following parameters

Environment Version Remark
Python Anaconda Navigator 3 python 3.7

Jupyter note book For implementation

Tensor flow library For model development

Pandas For data manipulation and analysis

Numpy For array

Matlab programing 2014a
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3.4. Model Performance Measurement

The model needs performance measurements to analyze the result through Accuracy,
precision, F-score, and Recall.

Accuracy:- it is a measure of how closely the experimental results agree with a true or
accepted value. It can be calculated as the ratio of correctly predicted values to the total
number of prediction

Accuracy= Tp

Total number of predictions  -------------==--m-mmmmmmmmmmo- (3.3)
Precision: - is the proportion of instances that are correctly classified which are true
positive instances.
Precision = Tp
Tp+Fp - e (3.4)

Where Tp is the total number of true positives and Fp is the total number of false

positives
Recall: - is the proportion of instances that are classified correctly over the total number
of instances in the test dataset

Recall = Tp

Total number of instances — ------===-mmmmmmmmm e (3.5)
Where Tp is the total number of true positives
F-Score: - It is the weighted average of precision and recall
F_score = 2(Recall * precision)

(Recall + precision)  =--=-=m-mmmmmmmmm oo (3.6)
According to (Peng et al. 2010) we defined the following terms as following due to
different reasons.
True Positives (TP):- from the test sentences idiomatic expressions are identified as
idiomatic.
True Negatives (TN): from the test sentences literal expressions are identified as literal
False Positives (FP): from the test sentences literal expressions are identified as idiomatic
False Negatives (FN): from the test sentences idiomatic expressions are identified as

literals.
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CHAPTER FOUR

4. RESULT AND DISCUSSION

Under this chapter, we presented detail experimental processes of the model and we
would show the performance that we achieved through this model. In chapter three we
have discussed dataset collection, vector representation, and identification mechanisms

and in this chapter, we have discussed the implementation.

4.1. Dataset Distribution

To design the model, we used a phrase-level dataset, and then vector representations of
our corpus were used to train and evaluate it. According to the analysis (Salton et al.
2016) that is shown below, the distribution of our dataset for training is 80% and for
testing 20%.

Table 4. 1:- dataset distribution

Train (80%) Test (20%) Remark
Idioms 400 expressions 100 expressions
Literals 400 expressions 100 expressions
Total 800 expressions 200 expressions

4.2.  Word2Vec Representation

We used vector representation of expressions to define Amharic idioms, according to
(Grzegorczyk 2019; Salton 2017). Word2Vec representation of texts is used to support
word-by-word representation in this case. After representing each word in to vectors, we
take combination of two words to prepare our training and testing dataset. Sample

prepared datset is placed at appendix D.

We represent expressions in two-dimensional spaces and do not take into account details
about their meanings. The two-dimensional spaces are represented by the Word2Vec

representation of expressions (Ma and Zhang 2015). To begin, we use Python to
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implement the word2int algorithm, which converts text to real numbers with predefined

window size.

Figure 4. 1:- word to integer representations

In [117]: word2int = {}
for i,word in enumerate(words):
word2int[word] = i

sentences = []
for sentence in corpus:

sentences.append(sentence.split())
WINDOW_SIZE =1
data = []
for sentence in sentences:

for idx, word in enumerate(sentence):

for neighbor in sentence[max(idx - WINDOW_SIZE, 1) : min(idx + WINDOW_SIZE, len(sentence)) + 1]
if neighbor I= word:
data.append([word, neighbor])

In [8]: print(word2int)

{70, 'Me': 1, HERD D, CROCE': 3, RET: 4, CRTHC': S, UBGE: 6, 'ANPE': 7, 'ATAR': B, 'hEA': 9, 'ma: 10, M 1
1, 'v#a': 12, '@iE': 13, 'dm: 14, CREEFRY 15, Cnfa’: 16, 'he': 17, 'm': 18, nRT: 19, 'mgmr: 20, 'ME: 21, 5
T2, CRASTY: 23, heihe’s 24, CMoAR: 25, MG@': 26, '#4R': 27, '®A@': 28, 'heme': 29, 'MBA': 36, 'RCS': 31, 'MAC: 3
2, 'hal't 33, DRAAR': 34, AR 35, 'meRG': 36, EME': 37, '%d': 38, '0AME': 30, 4AM@': 40, 'MG': AL be': 41, 'R
@t 43, dme': 44, WAS': 45, 'ARNLATP': 46, 'MnT: 47, 'KWA': 48, 'HmSE': 49, 'AR#M': 50, R 51, 'Ahe': 52, 'EF
#0053, CBR 54, 'MYE': 55, CUR': 56, 4NN’z 57, AMWE': 58, NWAY': 59, '@HS’: 66, ‘MA@ 61, 'AUKE': 61, ‘ML
63, "0CI5": 64, 'mEC: 65, 'ARR': 66, 'ENC': 67, 'MAF': 68, CUME': 69, 'ACM': 70, 'kna'r 71, '®A': 72, REY: 73, 'm@AR':
74, 'KIBETA: 75, ‘@i 76, U+ 77, 'a0': 78, 'RRAY: 79, rh': 89, 'emertd’: 8L, 'fee's 82, ‘AMe': 83, 'fr': 84,
'wCL': 85, 'mal': 86, 'KRAC': §7, 'HC': 88, 'MGA': 89, 'af4': 99, 'AF': OL, '¢n': 92, '(Ry': 93, 'MF': 04, 'hchehd’: 95, '8
f06': 96, “MAFDT: 97, 'myne': 98, 'REAC': 99, hewF': 100, 'nid': 101, 'es’: 102, 'Nfh': 163, '': 104, 'MM': 105, 6
12': 106, “emb: 107, CpH: 108, 'PAR: 109, 'me': 110, 'thd': 111, 'eMe: 112, 'he': 113, A0k 114, 'Knae': 115,
e 16, ‘oA 107, 'ehde 118, Ched': 109, ChA': 120, "hAC': 121, 'Ehev: 122, ‘Mmesi': 123, 'Mé': 124, 'AgE': 125,

As shown in Figure 4.1 above, the word2int algorithm is used to convert total words to
real numbers. Each word is represented by a single neighbor expression with a window
size of one, which means that each word is assigned an integer value based on one

neighbor word.

Example: - Encoding of expressions of window size one

'NAQ: 1, "HAEF": 2, 'ANCE": 3, 'N&": 4, 'TPYHC: 5, '"ULMT": 6, 'AATRC': 7, 'ATRAT"
8, 'N&T": 9, 'a™m.: 10, '3 11, 'PPA" 12, 'ARMAT": 13, '$mM-" 14, 'APSFMY: 15,
N1BA" 16, ' 17, 'AA" 18, 'NF": 19, "AAP MY 20, 'AP L 21, 'NFMTY: 22, 'hAPTT
" 23, "FARANE": 24, 'NUTF: 25, "INGM.": 26, '$LA: 27, 'IPLRM.": 28, 'ALIPE": 29, 'NY
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830, '&CS" 31, 'P°AAC: 32, 'AmN": 33, 'NI°FNAR': 34, 'AF@.": 35, 'aCPS": 36, 'L
IOM': 37, 'P4P: 38, 'MAMP": 39, 'dAMP": 40, 'MT": 41, '+ 42, 'RAPF": 43, "M
¢ 44, 'R18. P 45, 'ThPNEAITR': 46, 'NNA" 47, 'AHA": 48, 'HARTR": 49, 'APT$I%": 50,
+PH" 51, '"A+a9L": 52, '9o " 53, 'PAT": 54, 'AT8": 55, 'UP" 56, 'AGPAR" 57, 'hM
g 58, 'NI4ZT: 59, '@INL": 60, 'TPAITATY: 61, 'hL14.M: 62, ‘ML 63, 'NCoIT":
64, 'MTS": 65, 'A&®": 66, 'ANZ": 67, 'P1+T" 68, 'UTP+" 69, 'ACN": 70, 'ANA" 71, 'dom’
D72, "FRRY: 73, ‘APt 74, 'RIECTME" 75, 'AR I8 76, 'UNt: 77, ‘AN 78, A
@M% 79, 'mr" 80, 'PMLFNN" 81, 'NLNL" 82, 'ALNYAL": 83, 'NT'": 84, 'FPCLT": 85,
'‘abAN': 86, 'hT4.C: 87, 'HC': 88, "HTN": 89 ...

However, to represent N-dimensional spaces, we used vector representation. As a result,
we converted each real number into a vector. We used a length of words to convert real
numbers into vectors of several vocabulary datasets. In the vector space notation, it is a

sparse vector: that is a vector with one at only a single position and zeroes at other

remaining positions.

When one hot encoding representation has an N-number of input expressions, it is

represented in N-dimensional space.

Example: - we take five sample expressions to encode in vector encoding mechanism. It

represents through five-dimensional spaces.

Table 4. 2:- one hot encoding representation

Expression One Hot Encoding
(T [1,0,0,0,0]
GO7 [0,1,0,0,0]
aogPyY [0,0,1,0,0]
+IPUCT [0,0,0,1,0]
A [0,0,0,0,1]
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On the hidden layer, the algorithm produces vector weight values. The neural network
implementation is used to transform input data into output data. The expressions are

converted to six-digit floating-point numbers.

Figure 4. 2:- hidden layer vectors generation

In [12]: |# treining operation\n”,
train_op = tf.train.GradientDescentOptimizer(@.05).minimize(loss)

sess = tf.Session()

init = tf.global variables initializer()
sess.run(init)

vectors = sess.run{Wl+bl)

print{vectors)

[[-1.6749547 -1.9711727 ]
[-1.9427724 -8.45857726)]
[-2.5033765 -1.5287652 ]
[-1.845727 -1.3643637 ]
[ 1.1842918 -8.373516082]
[-2.2666798 -1.08364783 ]]

As shown in Figure 4.2 above, to encode the input dataset into a numeric value, it
produces an N-number of hidden layer weight values. For 2D visualization, we used a
window size of one and an embedding dimension of two. The length of words is taken
into account in one-hot encoding, and the embedding dimension we used is two. The
random normal value of one-hot encoding and embedding dimension is the weight value.
We used matrix multiplication of the input vector with the weight value to produce the
hidden layer value. The value of the hidden layer is used as input to produce the output
value. For optimization of the output vector, we used softmax to do cross-entropy to
optimize the model during training. Cross-entropy loss is used when adjusting model

weights during training. The objective is almost always to minimize the loss function.
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From the above figure 4.2, the lost value is decreased when the iteration is increased

means the better model was used to represent expressions by numbers.
Figure 4. 3:- numeric value of the expressions

In [31]: #pd.set_option( 'display.max _rows’, None) #used to display all rows
w2v_df = pd.DataFrame(vectors, columns=["x","'v"])
w2v_df[ "Expressions’'] = words
w2v_df = w2v_df[[ 'Expressions’, 'x', 'y ]]
print{w2v_df)

oD =T TTOETITE OTTFEITOUE

67 dng  @.299475  2.64117@
68 LT 1.947080 9.302563
69 vE B.855792 9.965415
78 ACOH 1.920915 -0.549882
71 Ahée B.769243  8.182756
72 ooy 2272143 2.0938637
73 TeRET 1.736586 2.639151
74 @Mt 1.433683 -0.065878
75 RYECTEA 2.232865 -0.533422
76 orolf 3.249513  ©.572786
77 v+ 2.772535 ©.784184
78 A0 1.4583938 ©.522112
79 Ao} -1.932888 ©.825241
38 Tr -9.511198 -8.593538
31 fmedan 2.178999  6.391314
82 n<ie  1.688567  9.895116
83 Rt 2.332433  @.654778
34 fin  2.559875 2.575535
85 oLt B.590903 -0.118936
86 eoafl 1.220281  8.269581

As shown in Figure 4.3 above, six floats are used to describe expressions numerically in
two-dimensional spaces. This expression's numeric value was obtained by multiplying
the hidden layer value by the weight values in a matrix. This weight value is the one-hot
encoding and embedding dimension's random normal value. The figure shows the
numeric representation of expressions to make suitable input for idiom identification
using a supervised machine learning algorithm. The representation is generated using the
Word2Vec model. To show the representation on two-dimensional space for visualization

is using matplotlib python library.
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4.3. Train and Test the Model

We used the SVM supervised machine learning algorithm to distinguish idioms from
literals after converting the dataset into numeric values (Bzdok et al. 2018; Sharma et al.
2017). The algorithm was trained using our labeled dataset and was able to recognize the

test dataset's class.

The best hyperplane that distinguishes all data points of one class from those of the other
class is found by an SVM.

Figure 4. 4:- parameters used to build the model

@i Variables - swrmmodel

swimirmo el

=E| 121 struct with 9 fields

Field Walue MAin PAaz
SupportVWectors FEFxS dowbis -2.3920 2.5171
Alpha FfafxT dowbie -1 1
Bias -7 -0.0117 -00117

| KermnelFuncticon @linear_kernel

1} KernelFunctionfirgs  Ox0 cell

L} GroupMames S0 T ceil
SupportWectorindi... 767x7 dowblis 1 200

—E| ScaleData Ix7T struct

L} FigureHandles Tx3 ce

As shown in Figure 4.4 above, this model's support vectors had a minimum of -2.3920
and a maximum of 2.5171. The training model used -0.0117 biases to make uniformity
dependent on the dataset, and it used a linear kernel function to find the best line to divide
the plane into two equal margins. Based on the above parameters, the simulation result

for the training and testing dataset is given in Figure 4.5 below.

When we implement the above parameters, our model classified the dataset in to two
classes as idiom or literal. The classification is done using a dataset of combination of
two words. The model recognized the idiomatic expressions from literals based on

support vectors.
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Figure 4. 5 :- 2D representation of testing dataset

B Figure 1 - *
File Edit View Insert Toels Desktop Window Help -~

DEde | k| ARODEL- (2| 0EH =

+  Literal (training)

+  Literal (classified)
Idiom {training)
Idiom (classified) H

O Support Vectors

As shown in Figure 4.5 above, training and testing expressions on two-dimensional
spaces are represented. We used SVM supervised machine learning algorithm of linear
kernel function to identify the testing dataset. So, the model finds the optimal line based
on support vectors (Bzdok et al. 2018). The svmtrain function was used to train the model
using the training dataset. The model trained based on labeled data because we used
SVM supervised machine learning methods (Bzdok et al. 2018). This training model is
used to identify the test dataset for the correct class and achieve the objective. We used
the svmclassify function to identify the class of the testing dataset and the showplot
function to represent the training and testing dataset on two-dimensional spaces. From
Figure 4.5, red crosses represented training literals expression, green crosses represented
training idioms expression; orange crosses represented literals which are classified
through the SVM model, light green crosses represented idioms which are classified
through the SVM model based on support vectors to classify testing dataset to the correct
class. Figure 4.5, draws the better hyperplane that has the highest margin between the two
groups. Literals are placed below the line and idioms are placed top of the line based on
the training support vectors. As to the knowledge of the researchers, we didn’t find
previous research works on Amharic idiom identification to compare our model to others.
So, we focus on the dataset type used, preprocessing, and vectorization to discuss the
results of the model. In this study, we have used the one-hot encoding method and
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Word2Vec model for the representation of expressions into numeric values.

4.4. Model Performance Evaluation

To assess the model's accuracy, we used a supervised machine learning algorithm. Under
the python programming environment, we used accuracy, f1-score, recall, and precision.
Finally, using the KNN supervised machine learning algorithm, we were able to achieve

a 97.5 percent accuracy rate.

When the KNN supervised machine learning algorithm is used, the overall performance
of the model obtained is 97.5 percent accuracy on the given testing dataset. As we have
seen in the literature review, identification of idioms using word embedding and idiom
token classification using distributed semantics achieves a better result than others (Peng
and Feldman 2016a; Salton et al. 2016). The other performance measurement results are

listed in the following table.

Table 4. 3:- performance result of model

Class Precision Recall f1-score Accuracy | Remark

Idiom 95% 100% 98% 97.5% KNN

When we compared the model's success to that of others discussed in related works,
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CHAPTER FIVE

CONCLUSION AND RECOMMENDATION

Idiomatic expressions are a natural part of all languages and a common part of our everyday
conversation. Idioms are one of the most difficult and fascinating aspects of Ambharic
vocabulary, as they cannot be deduced directly from the word from which they are created.

Idiomatic expressions are taken from an Amharic idioms book, while literal expressions are
taken from various Amharic texts. To delete unrelated and irrelevant symbols from the
collected dataset, we used preprocessing. Under preprocessing, cleaning text and spell
correction, Character Normalization, Tokenization and join tokens, and Remove stop words &
numbers were done. Machine learning algorithms do not process text as input so, they require
encoding of texts to another format. For such encoding, we used the Word2Vec model to
encode texts into numeric or vector forms. We created an automated idiom recognition model

for the Amharic that is used to improve NLP tasks.

Identification of idiomatic expressions is more important for NLP-related applications such as
machine translation, sentiment analysis, and semantic analysis, as discussed in the literature.
The Word2Vec approach was used in the analysis to represent the expression as vectors. We
used a corpus of one thousand idiomatic and literal expressions. A supervised machine
learning algorithm was used to identify idiomatic expressions, with 80% of the corpus being
used for training and 20% for testing. To assess the model's performance results, we used
accuracy, precision, recall, and F-score. We were able to achieve an output accuracy of 97.5

percent. We collected and digitalized the hard copy book of Amharic idiom book, which is
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important for book readers and writers they used as a lookup table. NLP researchers basically

used our model, to recognize the expression is idiom or literal befor doing any task.

FUTURE WORK

The study recommends that researchers and practitioners in the field incorporate WSD and
implement deep learning algorithms to enhance the model's accuracy and identifying the
nature of Amharic idiom (pure or semi-pure) needs further study in this field. It is preferable to
use Amharic spell checkers to correct spelling errors during the preprocessing task. This study
aims to find a way to mitigate the negative effects of idiomatic expressions on NLP
applications. However, this research only gathered and used five hundred idiomatic
expressions that are made up of two terms. As a result, it is preferable to include other
Ambharic idioms that are single words or a combination of three words, as well as expanding
the dataset. We used phrase level idiom identification to develop the model and recognize a
combination of two word idiom classes; where as, extract idiomatic expressions from large

size corpus is my recommendation for future work on this area.
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Appendix A: Stop Words & Numbers
Ui

vz
8]
reoe
ao P
T0+
L7
amge
F
T0A
T10N&
M4
0né
1m-

0,1,2,3,45,6,7,8,9
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Appendix B: Corpus Preparation
Ut 400, U9 @PlH, 049 M7, 04N (LA, 040 1@, U A2, 00 A0, UOF A7d, UL Qo
U0t (LO, 00 1EA, Uk 6, vt PAG, vt ATICT, vt RICT, UAS (LA, VP AA, U9 TFANL, U
ALQ, V1 OF, ¥°110, A@. 1P, Al taim®, 190 11, PO UTh, AOOR ACR, SUPIO. P, kavt (D, PR
@IH, PR (4, L (MY, 1L 04, 1PL1C, P4 AhZ, P87 #4ma., P4 AANF, 074 AmLNT, AR avg,
084 ANG@., 001 AP, AQ ARLIM., avgsid A, avgrt ANAG, TICI° AAQ, AdT PAAM., P99AN Po7Pavf,
AOPPC@. ATIRA, AN 2T, AN ALLT, (LOA fANT, PALMT aPASRTT, PNALS PNFTF, Am, aPAm,, A A,
@78 Am,, PNLT AT, (084% Agh, A0t PAZ@., THH(LY ALTS, @Y AZ@., AA 10,00 T9HY, MO DT,
A0 NG, A0 AF, AAAT A0, AT AN, A0 A2, AATAdTt, v-AT AN, AN AA, AN a>h, AN oot AN
PP, A0 AL, AN PAA, AN P77, AN S, AN LA, AN AUC, AN G, AN ANCE AN Féd, AN L7286,
AN 708, AN R4C, AN &7FP, AN &&7, ANIC, AN 29°4, AN 2A°, AN MSS, AN M-, AN TAP,
AN T4, AN TE, AN LS, Al ANM, AT ADAP, Al 9P, Ak AO, Al AA, Al 42, Alk &0, Ak Gt Al
P4, A PHPH, Al $av, Al BZm, Al $AA, Al oo, A QhY, Al 0L, A HPada, Al +Pma, Al
F0n, At hid, Al hAAZLI®, Al OADA, Al n8S@, Al @LL, Al PAA, At 10, Al &40, AKS SATY,
AF7 aoFa@. A(F7 9140a, AT AANR, AT AANTFA., AT APAQ., AT ADLA., A7 AMA@., A7 TIMa,
AT bLbl@m, AT NAQ, ANFY 140, AFY Tha, AF? 8@, AN AAQ, ALY TI0T@., AT AATH, AN
08, AN PL@., AN 1@, AN AA, A AT, AN AROA, AN ANCE, AN AP, AN ANTE, AN AQAP, AN
ALL1, AL A&CP, AN ALCANT, Al Amé, Al AT, Al Al Al OZL@., A 297270, AN ADAP, (AN
APA, OATPAE A, DAL 612, DA A1074, DA OLL, +ZNH Aeol, J°AT mé-, ACTIS IPATI, T1C AavAAT,
avA PA, (L (9PAN, AOIPCA. +avpf, P0L +aPANT, apA Me, (1avA B8 avh avg, avA Py, (1P +61L,
ap\h aoAhg°, v\ T4, P87LE AL, LaP avid, (3G AT, I°CC AN, OIF aoLP, J°CH k841, 9°CH PH,
Lt &, OGP AOA, a4@y P, oot RPAADL, 9P PCA, FPAA (LA, PPN ASAT, F9Pant i,
ALaPAN av(ie, AQLs- 9PONC, HCHC 9°ANC, °006 (LA, 9°006 27aa., P0G LfNM., hC4. AP,
a(nZ9A.mA, aPanlg® AAT, apan Aeeain, I°C aPA0T, aP( A&, HC a0, AF7 avd@, aP(3$ av g, av g
P4, avA avg av8 avF@., 9OF avga., 0 9PFt, AAh avF (L& evF@. (C avF, (16 avF, OHE-P
tav 3 F, (Lt oo, A9 av g, KN aoFaL, hAt aoFa, P@E €ad, mOA Ao, a0 ATyt a0 M4,
POF AP, 10077 aPIHL., ANPS PPTHC, AT ADM, 03P Am(, ECAQT aPImla, 0k Ald, a5 L,
a3 A, aohg- ), aPng- Pav(, aPhd-@7 (A, PLY avhd, OAL avy, ATTEY aPHH, 8.4 PHH, JPRC
A0, PPLC AbP, PPC aoFF, PPC PAM, PPLC +4TaL, PPC HANF, PLC PmA., °C PH, J°LC T,
£10A @\, N7 P11, 90N 1§40, °90 A2, Am 2°mm, (24 a°mm, ROk 9°mm, AL+ Pmm,
spP@. avmm, -k amm, 9T oM, M&C A, PTeA7 SATH, AN AT, ALITLM. P4, (6 AANNTIP,
av-¢, K&, hd. o, MO TIHY, aPTIAT (1A, P0F aPRAF, TIARLLA, TICT° hAN, TLAL TIAAT, T A,
TIBCHEE AG, TIL LI, TIAST AT1Im, NFLLNT A710-AU, OMC “140F, B8 T11C, 01720C 0D, £CF
a9, 9oLkt P, aPCPG GTAF, PUIC P0G, LA JPON, N TCH TT@., PTICLIP 904, £07F I°4, JPNM.C AD,
PAMLE AP, 9°r Pav, 977 BCOF, I°7 80, 9°7 Ak, 9°7 A2127, 9°7 AAT, 9°7 4T, 9°7 LNE7T, 9°7 1087,
9oy Sy, ChIT POVFE, (6 DAL, a0 hA, TAT 2L, AT AN, AALT PA, (kk 9P, av+
ABLEL, OT9° A¥E, av ANA, (NLA PA, 484 PA, MY av-d't, 1827 94, &L P, ATLAP Ama@., LU

[50]



PLLM., (FIPUCT TPLLM., PP AN, T84 TP, PP (LT, . PF@. PP, Al P\, (1kaD O, av-t ha)n7T,
N9+ 08, Adk O+, AT Pdd, 9% IO, 090+ 784, @17 Phs, P10 ATT, 92, A&, 9%t ATI0, A%7
ATLN, KB 99998, AH avpm,, a PR A0, G&PC A%mm, P LCAT, NPhe PF, €S (LA, AQrE T+
A0S, FANE 42, av@Yyk Zna, At AaZNT, Chil 0F, A&93@. +OmA, L&hI I At 410 AL, TP
AL, K@+ K&, (LLAT 24, N LI, AL 414, hCAT LCTE, TCAT AL14.@., AN 4D, AAVNT CD,
L0 @1, CPN &4, A9 CTA, NaPMT téehh, QAT A6t AN S, AN 20, ACO HIN, A78ET ACOT, 20
HGS, &0 Nt &7 A, MG ST, S0k MG, 0T ADL, &7 POL, 0T 1P1P, LT ADD, L(WT APLL, LN
PAAD., &7 M, Gavt ARLTIT, &0 AT, AVFA. +4-CRA, AAN §P, 04P Hav L, PPCA &b, hdav Cirt,
CC healm., A.Cam- LasT, CUAT® §.58, avadbiy +AAMT, AAN' +PH, AAMT AF, NAMT AP, hé AAMS,
ATIC FAAL, AAFUT AA9°C, AaPC 1map, AaeC 10, M4 A7, 497 NAD., PAI° 10, PANTT L, 45D, A7,
(97722 18, A9770P ®ZL, 0097728 TLvE, 1918 +L40F, 1912 $m-, PATIL €M, 2097L (L, A9° AN, AF°T
OCP, AL PA, LT ALAL, AT ALP@., ACST (G, AT OLP, ALTA RAS, ALTA @2, O11C AL, PO, ATAT,
OACPF AFST, 0&9° hQH, Aé-T (LA, OZF A4, PO, M7, T O&, 0T (&, AE A, AN FaPA, PAPAT
a7, PAPAT TLE, PaPNPA OF, AT ANLAL, VI ANZ, U A0, A0 AFTC, Pher TA0L, Fhha.
AGNC, Fo1a. A0C, 43064 aPAq, P10& AT%C, AN LATA, AOO 2L, N71.5CNT VNG, av&t Th, (HAY
TAG0+, 2O&F I0C, O+ avM, ATHY AL, 044 eHPmA@, F70 L, P9°F9°C AT4.C, NATLETE U-tr, PTAPP
APF7, avt ngme, VeA FAmA., Lavhd 1NC, AAPLF@I® INC, A7 NF, LTILADT AF, 27779° A,
AQIE €PC, hért K TPC, 084F AAMF, 28T ATha., QAT 41913, avE° 78, K797 11C, aPLTIT
APORAIP, WIRLCT NFoIgT, a8 havddv, PATY ATE, 91HFA@. ALD, APALY +MA,
PIOTMLMTT AF109°, €D T hLCH, SOAPENTFALT PPI°, ANE NAD., PMAFFFD. TéT, PAPA APSTDT, hATh
Al £0NG Bavg, QUT AP, ao1PsT A%, APO APPP, H10F 2L, ANA F0é-, AVFP AAET, TP 10, LUS
UL, AGHT AAATIR, NOHOE DL, hg« Havy, RCOIVFT OV4, SH e44.mia., (HAY eONNF, (LA HC, “17rE
AgL@m, (1NABY AL, N71L3L &PC, &PC TANE NNL ANPAT, NHG1L0. (A, AN TAORT, LA T,
AT S0PT, SOFPT G, ATAATE ANA, AFAPO 21034, A74.0 ALAN, LUT LA, ATNAE 977, AOP
AZAPQ, 717 LOAKE, 917 PAPA, NALA. PATPLT, RIC-T ORHE, 7 (LTAT, ¢7 (LhdOF, P1RTF AS, hae(t
AATNZTI®, (LCOTRI° CANDPTY, ToIC AQE, NI° AATINE, TEAT M. Wy, ALY £9407, PoLMLTT 070445777, NANT
AFOF, aoamt PUIRPY, 29980 1., NavAA 1LH, OHAOY +14, AT °79°, 4eNA -+, ANHAY 12,
TAAAD. (LG4, O ARRDE, FOIFF@. L8, PAM. AL, P9 JPAGTFAL, 0RACK A%, F AP0,
7@ D, ATINT PUA, PN AAPLTFOIP, KILIPTI° NAD., ALHA. +Bm., LIVFAT ATHLEL, TILL Fik,
PAOPNT AL, A0S AD, ALY AQT, Al 092, 020D ATTFF@., ARNATII® LAN, (&M +avAlEk, AP
A0P, COFDT WO1PIE, ACAP PANT, hsY aPPC, ALBTT ALC, PAL, AT, A0 AZ109°, h18.00.9°
AAFP, A0 TC, NIPFOAT TCEAT, oLaPOAT AT, AF10 $LT, AFAA ATE, LenIPlPA W78, A TP
A0, P7LAN VAN, PO TLAM-AT, AAET TLENNGAT, APTF NP, NNI° ADST, AT19.00 Alet, A8 TPC
Ate, QHOY AR, 909907 AMIPEC, AGPING Sk, APt AONLTH, A.OM U-\LH, PTICADT AP, AT APU-,
Ale &304, KNP W8, hET (Lep(lma., P71 10Z0F, PPTLALA. TIC, AT9.4.09°00 av7g:,
P0Gt AN, NEPC DL, AFRD. PTFFTFADT, A NAL, PHATINT A, ADSEP AT, &PC LATIFPY,
PILOATE (LUPY, ATHPD AZFP, OWATILLPGAT AHG, AAPA ATETHP , +BCM PIPTOLM.T, AF10 Fbl-NT,
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ANG OHH, e 04, AL Thde, PPO. BavC, (HY v, AMé.F APLNEAPFO., AfiheFa. 0+0F, 2LTim.
alPF, v W18 FOGATFA, CAAT INC, POLT A, ALLPS TCATALY, ThAd. PmAFFFAT, Pét NALY,
VAGTFA. A92, AVFDQ. MTE, A70 AAAP, ALY PTLLLCTF, MERNFA. NS, L0N% EavC, aPATP hb,
ao(Pyy hOk, a7 APe, APO ATPPT, AFIA A10E, A0 L, AOPEY AOLAFAU-, DL ALLATP, ANN
no7Lav. AAD. ITErE, ATHLE Fie, AAPTT PL, (4 PP, ANATL 10, PP D, O LI5A, A8 RTY
AL, PATILE LAMT, &PC avPAC, TIIT@IC RIE, 0090l VA, LANP TIOCTE, OO RIEPF, Ae-tanan
tavten, A9 1%, (AmPAL LHE, PAPAM. Yo, aPANI® JOGF, 4G avpavp, (1aP4U4 MAT, (AU
1LH, A84.0 &AM, £7F PAAD, VAN PHAL, VAL L0, OTEN Od-, A& M, T4 ARLAT, hé- AAL, (1711C +1h,
@ANP NTETY, L6T° AAGNOT, aPGIC APtT@., aPmT LAAD., NETTE AINND., P95 0N, +70 And,
haoj AP, AP gRAPL, PIPIA. BIPSA, POALT Fhed, AAFHH Ad, 04 +av -, +CE PAT, PavPavs Pm-
OQY, FIPUCT aPIPYC, W8T aPmPP, A0S ALCTY, PANT NaPPE, (HUHG AIm@.PAT, h180a00 0
ATRCOAPAT, Bhied dhaqk, ATECTIA7 BhThe?, hIPTarC 4270, eT9UCT Havy, (917@« avCy,
TUCT heet, Fao-kT HIL, AAIPGe SeLhtet, MR AOM, G6-9° &Y, CAdt 1ANA, 01§ LhaT,
TAML A2AM, HPOHE A@., WHCHC SHE, ATLLIAIA VPY, AOLM. FO, FI0 ey, AG 0F, ALV
POTTIHNA, PPAQ. A9TL, PAT APAOTF, OLQ @LF, +avadg hAHTTIAT, 291040 AT, N17180-0T
TCTIP, AFLD ARTAP, P10, VA, (PPF PTIL, P10y NANT, PTLHANLDT aPdhhvt, AmGhe
(99, 27 P0 LUPSA, Tl T84, (AT AL, aPHAT PAT, AG aP§F, 0TI hUt, UIC AAEXE,
@M VP, ANA @TLA, TIWLL TICL, TG 1L, AP0 Aovt, &N TICLP°, (0 (A, aP4-C hATT,
AIPASE W&, PANAN, AT, NFALT apav P, WIPAG 1P, aPDLE AT, avPIC DLLTF, W18 A HEXE,
TE RQLAT, NG avem®F, 7 9., FYA vt ANA PPFPNAT, PN TN, NTIFY
MLOOF@, eoPrzet APT, A1LCTRS PF, et 2010801, Feh hid., LB9° +dhH, HET
AAOCTIP, PHPH 90, HOG INC, ALE ANTY, T2HA Am, A7LH? AN, ANCAY 10, PaPN ST IOHC, A7
K97, TI0T a0 L8, JOCR, PCem, NAAIT 9PV, N4F@. NAATFAL, P0PLTO T, POV dPLCRAE, 19T
N4, 02784 APTF, AOPFTFT AATIPA, BG o, QUILTT FIC, KIPAE OALM., a5 AANT, aPAhh T,
W28t KNIV, Wt AFOPOEIR, Atalsm. RmA, 20918 PIPLC, ATV £.9L, ANGSTF@. +ICh, ALY
LA, WIPA TNDITF, AT ARAP, PPl aveP, ANG-D. TT1PEL, Favaae, VA, oCend. ALLAT,
PEF HIPF, 084 T9N0F, 03 OELM. DNT, $C4G ATM, (19°9% +00-F, P+ aP1a+F, NCET ARLTAV,
hazh koo, ALy A6, AFLCIM. P4F, NANG ARGF@., apAh apMAT, (994t &3, 9o
ONFRA, ATIOP NLTF, 287 Bavg., avF20 VA, PTLNTAALY 116+, AAFT 1CAE, OFF OC, (078 AP,
TADLLE avIRA, GAh LONT, APAN, 997, PAFERE Féh, $&av Foh, &vi Féh, 0FETT aNHT,
PAOXL U F, DL 110, PPN TOLAT, PATELP RIRPTF, AGC A0S, 0180 0ULPT, PhCATS o7,
UG ThHHT, 89191 EPLEN, PPLAN AR E, ACAT PRIt HAPSP A9, L9 Font, 4.4t hUHT,
M MTE, AOAIPS h9PrE, FAd PRC, h9°P PAN, HoGP AAMRPT, &FURTrE 2120, Havy dhavt,
PhGE O0vF, TIRT Lav0d, BIPA BPEmLG, PN E TOCHTHF, TWNER SPhe, AATrAT TR,
PHIPVCTH ACAT, AQTEFY §AD, PATIE. a1, PAN OLA), A78P AATT, P aPpUS T, AWH ATILE, aPTIoP
aAnt, a0 PO, ALIP TS, PHO TCRA, PATDT KIHLANEC, ALGA NCARN, SUZNT NaPFPYCTHE,
APANT OALT, PLAT WAANLT, F0ET Ald, aPRAR HIPF, P40 TWAF, TOALT TIUNC, havsvst

[52]



AN, TIUNL P54, UOC &OPETHTTI0N AVLOT, vt AR, avnt ARIPE, AR (BN, AAMS §AYT,
@Al F3P Ak, hHA BT, hPTOAC P15, ArHCEE ANt AAMS e, hudet adms, PATe&e
Tk, 90, TOETE, 19918 A9, P°LC ALIPm, OTH 718, (VG AL, &0.A 09T, Ad- damd-, V167 AALTU-,
TmPAL 4G, TIUCT 2L, 01 at, T8¢ av@.L.e, (Lt hCOES?, @L AACRE, U6 hALP, 43 0LH
TUCTE, FPUCT (WF, A@YT OOF, 9°CR AOF, RSt TCE, 016 APL, 01 apAb, P80 TLNkA, T4
ag.0, Al BTh, URL VROT, N, Tk, £AL F0C, aPHIE (LF, aPANI® ALA, T 70k (AA, AL 29°, HDLL.
PLOE, PPlee-l aPRTE, PARG Tk, a0t FU-E, hCPRE&NA TPVL, PLOT Hh, TAEND TATE, AU-T
AL, M&M AlA, TPV A1, T Aé, N0e aPNAR, |I° ANC, &F DT, A9Tg avdPUC, L9°H 240,
a1t Més, DY ANT, OGS 1P, 24 AHH, n9PTeAC AAMY, PZVS AHOE, TIPVCT +o14, T9190, A, Ad
®LL, ACT £10, HAC ALL1, TH %L, NPA AD.LE, NLC aPAN, NLC 4L, NEC aPAT, J°AN- -+0, 0T +ha,
AT A, AN AN, DO MO, NEIOE TR, STTEY ATA, K70 ASCP, PGS kA, 1S ASNAMAYP, P4
1M, P& P&, P APL, PL Am, PG ECA, UL hd, aPAavg AA1, PAGPS AU, AAT THI, P78 APAD,
AP POT, A2LNOE OHAPI, AT APP, AP ONTF, TLNET AbP, A%T APP, QAET APPaL, NET AP,
071C AQANQ., 7007 AQAN@., ME7 ANAND., UELF ANG, AN +974, AA 144, 82 ANQ, PANN ALD1C, AN
A0, AVE PAAD, N ANL@., @4 ANLA., D17 AhL@., PAT Ah, hAT APATI®, AT (@, T1C Ahd, 194
ADAQ., VLTITHET ADM, AT ADM, A1k +FADM, AFQ ADM, AH a>Pm, AH (LA, QAL AP, &80 AP,
AR AL, TIC ALLAVE, AD 20H, A2 PO, A £PG, A s, AAT° ATOE, ARI° MA, WAt Am&NT
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Appendix C: Vector Representation

In [15]: #pd.set _option( 'display.max_rows ', None) #used to display all rows
w2v_df = pd.DataFrame(vectors, columns=['x',"y"])
w2v_df[ 'Expressions’'] = words
w2v_df = w2v_df[[ 'Expressions’, 'x','y']]
print{w2v_df)

Expressions X ¥

2] -1.6748955 -1.971173

1 Qi@ -1.942772 -8.458577

2 HAE+ -2.583376 -1.528765

3 ANCE -1.981622 -3.655881

4 h4 -1.288707 -3.114516

5 PYHC -2.266243 9.892966

& vems -1.640378 -8.614642

7 hhvPe -8.915388 -1.1992384

8 hoiat -@.524949 -8.977453

9 net+ -8.798613 -2.987327

18 o -1.827744 -2.329268

11 077 -8.972780 -1.475834

12 PFa -B.676758 -1.185385
13 oofAE  2.756359 -9.183811
14 #Fme ©.787338 0.15%6065
15 AEEF@T -0.493257 -8.711361
16 niea  @.738748 B.786475
17 (k& ©.945949 @.856513
18 Ad -1.435253  B8.798522
1% nd @.448194 @.886477
28 AMFET  1.6260816 1.789981
21 hEE -0.403443 1.788621
22 F@0%T ©.955321 8.652988
23 h#Fr  1.394935 -9.884733
24 +oeale ©.241565%  1.681391
25 ov++  B.eesdie  1.731154
26 Mmem  1.817786 1.547944
27 #4060 ©.353624 0.637156
28 PLE@ 8.642169  1.252545
25 higme -9.332393  @.454858
3@ ni& -9.494714  1.398756
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Appendix D: Represented Dataset Sample

Expresions Vectors Class
U421 aPHH [-2.254647 0.544843 -1.825512 -0.822505] Idiom
U1 avHH [-2.254647 0.544843 -1.825512 -0.822505] Idiom
U4 MA [-2.254647 0.544843 -0.918860 -1.925873] Idiom
van La [-1.965279 -2.863393 -2.007703 -0.747365] Idiom
VA 100 [-0.686118 -0.370945 0.856144 -1.926958] Idiom
vt Qo [-1.314511 0.694000 -0.817603 -1.098272] Idiom
vt A0e- [-1.314511 0.694000 -2.051465 -0.532003] Idiom
U A7 [-1.314511 0.694000 -1.388195 -3.255751] Idiom
AN T8 [0.168428 0.352119 -0.340268 2.140347] Lieral
AN 144 [1.248360 0.780462 0.036338 -1.027669] Idiom
. Tk [1.132941 0.770536 1.085537 0.353204] Lieral
. Tk [1.132941 0.770536 1.085537 0.353204] Lieral
LA F0C [0.235832 0.466849 0.939056 0.552514] Lieral
aolipg (i [0.836765 0.999328 -0.584712 0.881482] Lieral
aANg® H oA [0.486902 -1.600112 0.839818 0.536086] Lieral
Tk (AN [1.324415 1.485414 -0.221301 0.981636] Lieral
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Appendix E: Sample Simulation Code

4\ MATLAB R2014a -

@ | Search Documentation

E\J\]J-‘ HI:IE ™ |E e l% E [z, New Variable | Analyze Code @ E (@) Preferences @ (% Community

Open Variable > Run and Time Set Path E()RetutSuppnrt
New MNew Open @Cnmpale Import  Save $ &F Simulink  Layout ﬁ Help ot
Seipt v v Dafa Workspacs |/ ClearWorkspace v (1) ClearCommands = Lbray v |[]] Paralel = v o AddOns ¥
FILE VARIABLE CODE SIMULINK ENVIRONMENT RESQURCES
=f | ﬁ b Co» Users » HPPC ¥ Documents + MATLAB ¥ idiom v p
nt Of Command Window 0]
Unable to read file 'idiom.mat': no such Iile or directory. A
Name
E eggknn.mat 55 load
%!:!om‘mat >>» a=wordlvecdata;
idioms.m
- >>» b=word2vecclass;
E idioms.mat
- >> test=wordlvectest;
H idiomsvm.mat ) .
E matlab.mat >> svmstruct=svmtrain(a,b, lot', true);
>> testclass=svmclassify(svmstruct,test,'showplot', true)
testclass =
'Literal’
'Literal’
'Literal’
'Literal’
'Literal’
Details ~ "iteral'
B Figure 1 - X

File Edit View Inset Tools Desktop Window Help

Odde |k AU DEA- 2 |0EH nD

+

Literal (training)
+  Literal (classified)
Idiom {training)
Idiom (classified) H
©  Support Vectors

+
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