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ABSTRACT 

The human skin plays a huge part in a person's physical appearance, and it is the biggest 

organ of the human body. It regulates body temperature, sensing from touching heat and 

cold. However, there are a number of risks that affect the skin, one of which is a disease. 

Fungus, bacteria, allergies, enzyme, and viruses cause most skin diseases. Identify the 

disease on the basis of manual feature extractions or based on the symptoms is time 

consuming and it requires extensive knowledge for perfect identification. Diagnosing, 

detection and classification of skin diseases is done by researchers previously. However, 

the recognition rate is still not enough and is dependent on feature selection, filtering and 

segmentation methods. In the previous work tinea pedies and tinea capitis are not 

identified.  In this thesis, we developed a model using Convolutional Neural Network 

(CNN) for feature extraction and Support Vector Machine (SVM) for classification. CNN 

is state of the art for deep feature extraction, hence we used it for feature extraction. The 

model used to detect and classify human skin diseases such as tinea corpories, tinea pedies, 

and tinea capitis. The dataset is collected from patients at Bahir Dar Tibebe Giyon 

specialized Hospital, Bahir Dar Felege Hiywet General specialized Hospital and from skin 

disease image repository. The amounts of collected images are 65, 58, and 62 for tinea 

capitis, tinea corpories, and tinea pedies respectively. From the total 185 images 80 images 

are from medical image repository. After collecting datasets, Image augmentation, Image 

Preprocessing, and Image Segmentation techniques are applied to increase the 

performance of human skin disease identification. In image preprocessing, we normalize 

the image to 3 image sizes which are 200x200, 224x224, and 300x300. We also apply 

median filtering to remove noise and we used Histogram equalization to balance the 

intensity of image. In segmentation, we used integration of threshold and region based 

segmentation methods. From 1196 image dataset, we used 80% of image for training and 

20% for testing. After the model is evaluated, we have achieved 95.6% test accuracy and 

95.6% training accuracy which is 11.6% better than AlexNet model.  

Keywords: Machine learning, skin disease, convolutional neural network, support vector 

machine 
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CHAPTER ONE: INTRODUCTION 

1.1. Background 

Skin is the body's outer covering, which protects us from microbes and the elements. The 

skin has ability to reduce harmful effect of ultraviolet radiation (UV) due to the pigment 

melanin that absolves UV radiation, which protects the cell’s nuclei from DNA damage. 

The skin regulates body temperature and also synthesizes vitamin D3. It permits the 

sensations of touch, cold, and heat. It is the largest organ of the body, with a total area of 

about 20 square feet. Skin has three layers. The first layer is called epidermis, which is the 

outermost layer of skin.  It provides a waterproof barrier and creates our skin tone. The second 

layer beneath to the epidermis is called Dermis, which contains tough connective tissue, hair 

follicles, and sweat glands. The deeper subcutaneous tissue is called hypodermis, which is 

made of fat and connective tissue (Anatomy, 2019). Since skin is the outer covering of our 

body mostly it affected by bacteria, fungus and viruses. All the organs inside the human body 

are completely protected by skin. Therefore it is important to give attention to the complete 

care of the skin. Because any change in its normal functioning can cause to affect the other 

parts of the body. Skin disease here refers to disorders of exclusively the superficial layers of 

the skin. Skin diseases are the most common disease in humans among all age groups and a 

significant root of infection in Africa (Hay, et al., 2016).  

Common diseases that attack human skin are eczema, melanoma, vitiligo, mycosis, 

papillomas, impetigo, scabies, herpes, dermatitis, wart, psoriasis, acne, tinea capitis, tinea 

corpories, tinea pedies, etc (Hay, et al., 2016). Skin diseases which may be of the bacterial, 

fungal, allergies, enzyme, etc. are very harmful to the skin and can spread throughout if not 

detected accurately as early as possible. Hence, identification of these diseases plays a vital 

role to detect the type of disease accurately in the early stage.  

Diseases like tinea corpories, tinea pedies, tinea capitis, Eczema and scabies are common in 

developing countries like Ethiopia. In western Ethiopia, more than 80 percent of randomly 

examined school children had at least one skin disease, which was usually caused by one 
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of four conditions: scabies, capitis, tinea capitis, or pyoderma (Hay, et al., 2016). 

Dermatology is the discipline dealing with diagnosis and management of human skin 

disease. In Ethiopia Dermatologist diagnosed using symptoms and sometimes they used a 

blood test for further analysis. The diagnosis process is seen to be intensely laborious, time-

consuming and requires an extensive understanding of the domain. 

In recent years there has been an increased interest in applying image processing 

techniques to the problem of skin disease identification. There are opportunities to 

improve skin lesion identification through the designing of a convenient lesion 

identification system. Many different approaches are used to classify skin lesion to its 

predefined classes using the features of lesion. 

Human skin disease detection and diagnosis is done previously by researchers. Skin disease 

such as herpes, dermatitis, and psoriasis are recognized by the model proposed by 

researchers in (Li-sheng, Quan, & Tao, 2018). Eczema and Acne are also detected by the 

system developed in (Carl Louie Aruta, Calaguas, Gameng, & Prudentino, 2015). (Mrs. 

Jayashree, Aishwarya, Harsha, & Nisha, 2019) Also able to detect and classify melanoma, 

eczema, and impetigo. Melanoma, Bullae, Seborrheic keratosis, Shingles and Squamous cell 

are detected and classified (Sumithra, Mahamad, & Guruc, 2015). An expert system also 

developed using CNN to Diagnosis Atopic dermatitis, Acne vulgaris and Scabies (Sam, 

Philip, Nartey, & Nti, 2019). However, no research have been published which explores deep 

convolutional network and support vector machine for identification of three human skin 

disease such as tinea corpories, tinea pedies, and tinea capitis. 

Nowadays, we are in the technology era, which makes possible for proper identification of 

human skin disease. In this thesis, we develop a model used for human skin disease detection 

and classification using deep learning techniques. We used a CNN for deep feature 

extraction and SVM for classification. The development of a proper methodology for skin 

disease identification is quite useful for enhance performance of identification. The main 

goal of this work is to construct deep convolutional neural networks to achieve effective 

identification for three skin diseases by using human skin disease images. The basic tasks 

performed during the development of model are identifying skin diseases, preparing 

datasets, and preprocessed datasets, image augmentation, image segmentation, extract 
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features using feature extraction method, classifying the identified skin diseases, and 

finally evaluate the performance of the proposed method.  

1.2. Motivation 

For the last three decades many research and   image classification model has been done, 

which shows that this area is so significant that it has gained continuous research attention 

and still a hot research issue.  Even though there are many research papers which are done 

on skin disease detection and classification, still there is a gap to be filled.  Most of the 

research work in this area is concentrated on white skin color image. But in reality there 

are many parameters which affect the detection (Kamulegeya, et al., 2019). In the previous 

work all common skin disease are not recognized. Medical image segmentation is a 

critical issue for identification of skin lesion area. After analyzing these problems we 

come up to contribute a little effort by develops our model including common skin disease 

those are not identifiable in the previous work. 
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1.3. Statement of Problem 

Skin plays a significance role for our body. However, it affected by bacteria, viruses, 

allergies, enzymes, and Funguses. Common human skin diseases are eczema, melanoma, 

Vitiligo, mycosis, Papillomas, impetigo, scabies, herpes, dermatitis, wart, psoriasis, acne, 

tinea corpories, tinea pedies, tinea capitis, etc (Hay, et al., 2016). Those are very harmful 

to skin and can spread throughout if not detected accurately as early as possible. Skin 

diseases have psychological effects on humans. It affects us mentally because of visible 

effects of skin diseases in a human body.  

Early detection and diagnosis of skin disease is critical to prevent it from further spread. In 

Ethiopia, Dermatologist diagnosis using symptoms and sometimes a blood test is used for 

further analysis. The diagnosis process is seen to be intensely laborious, time-consuming 

and requires an extensive understanding of the domain. The naked eye visualization of 

experts is the main old-style approach adopted for the recognition and identification of 

human skin disease. 

 Detection, diagnosis and classification were done previously by different researchers. In 

the previous works, researchers used different methodologies and the performance rate of 

their models are also different. (Li-sheng, Quan, & Tao, 2018), (Carl Louie Aruta, 

Calaguas, Gameng, & Prudentino, 2015), (Mrs. Jayashree, Aishwarya, Harsha, & Nisha, 

2019), (Petrellis, 2018), and (Sumithra, Mahamad, & Guruc, 2015) developed a model for 

identification of human skin disease however, the recognition rate is still not enough and 

is dependent on feature selection methods. A smart phone based application was 

developed by other researchers (Velasco, et al., 2019).  

The human skin disease such as tinea pedies and tinea capitis are the most common disease 

that were not considered in the previous human skin disease identification model. In this 

thesis, we develop a model to detect and classify tinea corpories, tinea pedies, and tinea 

capitis. 

Skin lesion segmentation must be done using an effective segmentation method. There are 

many researches being done for automatic skin lesion segmentation to solve the problem 



5 

of accuracy in CAD of skin lesion. Skin lesion segmentation is an active research area 

because the performance of the classification is depends on the segmented image. 

Therefore, a lot must be done to improve performance of skin lesion segmentation because 

it is a fatal public health issue related to skin disease.  Threshold and region based 

segmentation for human skin lesion segmentation solves the problem of human skin lesion 

detection.       

Finally, this thesis answers the following research questions: 

1. Which image segmentation method is better to improve skin disease classification 

performance? 

2. Which image size is better to improve performance and  computational time 

3. Which activation function  is better to improve performance and  computational time 

4. What is the performance of proposed Model? 
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1.4. Objectives of the study  

1.4.1.  General objective 

The general objective of our thesis is to develop a model for human skin disease detection 

and classification using a machine learning algorithms.  

1.4.2.  Specific objectives 

The specific tasks to achieve the general objective are listed below 

• To compare segmentation algorithms that best suited for human skin disease 

identification. 

• To compare three different image sizes  

• To compare two  different activation function  

• To test and evaluate the performance of the proposed model  

1.5. Scope and limitation of the study 

The proposed model recognizes common skin diseases in Ethiopia such as tinea corpories, 

tinea pedies and tinea capitis. Disease types which cannot be identified by experts and not 

possible to capture by camera did not included in this study. 

1.6. Methodology  

In this research we have used a design science research methodology.  It includes phases 

such as problem identification and motivation, objectives for a solution, design and 

development, evaluation, and communication. Problem identification is process of finding 

the gap or problem to be solved. Objectives of solution are followed after problem 

identification. Design and development phase includes data collection, preprocessed data, 

segmentation, feature learning, and finally classification. After build the model evaluation 

is taken to check the performance of the model.         
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1.6.1.  Image acquisition and preprocess  

We got the datasets from Bahir Dar Tibebe Giyon Specialized Hospital, Bahir Dar Felege 

Hiywet General Specialized Hospital, and from MedicineNet.com image repository. An 

image augmentation technique was applied to increase our datasets from the original 

dataset. Before train the network, we need to preprocess the skin image using resizing and 

rescale techniques to reduce computation time.  We also need to minimize noise using 

filtering techniques as well as enhance contrast of image. Segmentation is a critical step in 

image processing for identification of human skin disease. It is a task done after 

preprocessed image. The performance of identification model is depending on the 

segmented image. If the lesion is segmented well the performance of the model improved. 

We select well suited segmentation techniques to improve the identification performance.   

1.6.2. Implementation Environment  

In order to implement the skin disease identification model, we made use several open 

source libraries. We used Anaconda environment and Python programming language for 

scientific computing. We used a free source Keras and TensorFlow library in this 

environment on windows 10 operating system. Keras is a free source CNN library written 

in Python. It is easily running on top of TensorFlow. TensorFlow is a representative math 

library and is also used for scientific computing tenders such as neural networks and these 

TensorFlow as a backend. Python code is written in Spyder IDE.  

1.6.3. Train HSDCN model 

In feature learning process we have two component image preprocessing (Resize image, 

Filter image, enhance contrast, image augmentation and segmentation), and deep learning 

(feature learning and classification).   The first layer in CNN is a convolutional layer. The 

input to the first convolutional layer is a preprocessed image whereas the feature map is 

the input to the second convolutional layer. In order to get a feature map, the input image 

is convolved with or by the kernel filter to extract important features or find the most 

representative feature in a given region. After deep features extracted using the developed 

model, all features are input for SVM for final task of this work, which is classification. 
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The classification task is done using RBF kernel function .During convolution, we have 

considered important parameters: padding, stride, batch size, filter size, and dropout.  

1.6.4.  Model Evaluation  

We have a total of 1196 image data set and we used 80% of dataset for train the model and 

the remaining 20% for testing. After building our model we evaluate the model using 

confusion matrix. It was evaluated by comparing its output against the observed data using 

precision, recall and f1-score values for evaluating classification accuracy. In addition, we 

conducted a comparison with state-of-the-art models Alex Net (Krizhevsky, E.Hinton, & 

Sutskever, 2012), which is used by previous work.   

1.7. Significance 

Skin disease is common in developing countries like Ethiopia. In Ethiopia dermatologist 

diagnoses skin infections based on symptoms. They spent a lot of time and labor during 

diagnosis and also sometimes health implications happened. This proposed method has 

advantage for dermatology, customer (patients) and also have economical advantage. 

1.7.1. For dermatology 

The proposed method helps for skin disease doctors (Dermatologist) to find out quickly of 

skin infection problems. Dermatologists used this proposed prototype as an assistant to 

detect and classify patients’ disease type. This helps for experts to make the accurate 

decision and minimize health implications. 

1.7.2. For customer 

As my observations’ in the hospitals most of patients spent much amount of time, labor 

and money. Most of the patients are come from other woredas, cities and kebeles. 

Customers (patients) can easily get the medication by the help of this proposed method 

and dermatologist. This reduces time, social consequences as well as health implications.  
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1.7.3. Economically 

In Ethiopia skin disease experts are rare than other country. The proposed method solves 

this problem. Skin disease nurses can diagnosis by the help of this method. This reduces 

serious economic consequences. 

1.7.4. Researchers  

The models have great advantage for researchers. This thesis work have still gap as we 

described in chapter 5 section 5.2. Starting from these work researchers may start their 

work to fill this gap. 
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1.8. Thesis organization 

The rest of the thesis is organized as follows. Chapter two discusses the literatures about 

general structure of the human skin, overview about common fungal infections and the 

related works.  It discusses the basic concepts of Digital image processing and the general 

detection scheme of most CAD systems like preprocessing, feature extraction, feature 

selection, and classification of color images. Chapter three presents the proposed skin 

lesion detection and classification scheme and the steps followed. Chapter four discusses 

the data sets that have been used in the current study, the parameters used in the 

implementation part and the results obtained in all stages of the proposed method. The 

chapter also includes discussion on performance evaluation strategies employed in this 

thesis. Quantitative analysis is done in this chapter to evaluate the performance of the 

proposed method. The last chapter, Chapter 5, is about the conclusion and future works of 

the study 
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CHAPTER TWO: LITRATURE REVIEW 

2.1. Introduction  

Image processing is one of diagnostics techniques which grow dramatically. It forms core 

research area within engineering and computer science disciplines too. Currently, the use 

of digital image processing techniques have been applicable in many areas of interest such 

as medical visualization, law enforcement and inspection of the quality of agricultural 

products (V. Sandeep, K.Kanaka, & Keshavulu, 2013.) 

In this chapter, the literatures related to the concepts that are basis for this thesis are 

reviewed. First, we present an overview of human skin structure and the fungal skin 

disease. Then, different techniques of digital image processing such as image acquisition, 

preprocessing, and different types of segmentation, feature extraction and classification 

are discussed in detail. Finally some related works reviewed and discussed. 

2.2. General Human skin structure 

Human skin is the major outer layer of human body. It surrounded all other parts of human 

body. In terms of surface area skin is the second largest organ in the human body. The 

skin thickness varies over all parts of the body, between men and women and young and 

old. For the average adult human, the surface area is between 1.5 and 2.0 square meters. 

Averagely the skin holds 650 sweat glands, 20 blood vessels, 60,000 melanocytes, and 

more than 1,000 nerve endings. A skin cell usually ranges from 25-40 micrometers 

squared, depending on a variety of factors. The average human skin cell is about 30 

micrometers in diameter. Skin is composed of three primary layers: the epidermis, the 

dermis and the hypodermis (Hoffman, 2019). 

Human skin has role to defense against germs that make you sick.  Fungus, bacteria, and 

virus are causes for abnormal skin. In addition to providing a barrier that keeps germs out, 

the epidermis contains cells that help your immune system fight infection. Skin plays a big 

role in maintaining body temperature. On cold days, the brain reduces the amount of blood 

https://en.wikipedia.org/wiki/Epidermis
https://en.wikipedia.org/wiki/Dermis
https://en.wikipedia.org/wiki/Hypodermis
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that travels to your skin. That helps retain heat within your body. On warm days, the brain 

increases blood flow to the skin, which has the opposite effect. The dermis contains sweat 

glands that help you to stay cool. Nerves are temperature sensitive. If you are in a warm 

environment, the sweat glands become active. The same thing can happen when you get 

nervous, which is why your hands, feet and armpits become sweaty in certain situations. 

Sweat travels up tiny tubes to the epidermis. When the sweat evaporates, it cools the 

surrounding skin (Bennett & Howard, 2020) 

2.2.1. Epidermis  

The epidermis, the outermost layer of skin, is made up of about 20 layers of tightly packed 

cells. It provides a waterproof barrier and creates our skin tone. The thickness of the 

epidermis varies depending on where on the body it is located. It is at its thinnest on the 

eyelids, measuring just half a millimeter, and at its thickest on the palms and soles at 1.5 

millimeters (Brannon, 2020). The epidermis acts as a barrier that protects the body from 

ultraviolet radiation, harmful chemicals, and pathogens such as bacteria, viruses, and fungi 

(Hoffman, 2019). The epidermis is subdivided into five layers: stratum corneum, stratum 

lucidum, stratum granulosum, and stratum spinosum and stratum germinativum. 

The epidermis can be impacted by more than just injury. This outermost layer is subject to 

both genetics and external forces that contribute to the aging of this skin. These factors 

include smoking, alcohol, and excessive UV exposure, all of which contribute to the 

development of wrinkles, sunspots, and the uneven thickening or thinning of the skin. The 

epidermis is also where rashes and blisters appear, caused by everything from infections 

and allergies. It is also the origin of both non-melanoma and melanoma skin cancers, and 

where certain diseases like diabetes and lupus can manifest with an array of 

dermatological symptoms (Brannon, 2020). Classification of the skin based on its reaction to 

UV radiation is shown in Table 1.1 below. 
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Table2. 1 Skin types based on the reaction to UV  (Bartlett, 2020).    

Type  Definition     Description 

I  Always burns but never tans   Pale skin, red hair, freckles 

II Usually burns, sometimes tans  Fair skin 

III May burn, usually tans Darker skin  

IV Rarely burns, always tans   Mediterranean  

V Moderate constitutional pigmentation   Latin American, Middle Eastern  

VI Marked constitutional pigmentation   Black 

 

The skin’s color is created by special cells called melanocytes.  Melanocytes are located in 

the epidermis and it protects the skin from UV rays. These special cells produce a dark 

pigment called melanin. The amount of melanin in skin determines its color. If more 

melanin produced in epidermis, the skin becomes darker. Sometimes human being skin 

become yellow brown, which is because of ultraviolet light, simulates the release of 

melanin into the epidermis. However, tanned skin is damaged skin. So support the 

epidermis and put on lots of sunscreen is important for your skin (Bennett & Howard, 

2020). 

2.2.2. Dermis 

The dermis is the second major layer of the skin beneath to the epidermis. The dermis 

contains a number of specialized cells and structures. These include: hair follicles, sweat 

glands, sebaceous glands that produce sebum which helps lubricate skin & hair (Hoffman, 

2019). It is a thick layer made up of strong connective tissues. It is further divided into two 

levels. The first level is upper layer, which is made of loose connective tissue, called the 

papillary region. The second level is lower layer, which is made of tissue that is more 

closely packed, called the reticular layer. The dermis is made up of a matrix of collagen, 

elastin and network of capillaries and nerves. The collagen makes the skin strong, the 

elastin maintains its elasticity and the capillary network supplies nutrients to the different 

layers of the skin. Dermis also plays an important role in controlling our skin temperature 
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and it mitigate against mechanical injury. When injured, the dermis makes well the 

formation of granulation tissue. Granulation tissue is rich in new blood vessels and many 

different cells. This tissue helps pull the edges of a cut or wound back together. Our body 

takes from 3 days up to 3 weeks to form this tissue (Virtual Medical, 2020) 

2.2.3. Hypodermis 

The hypodermis is the innermost (or deepest) and thickest layer of skin. It is also known 

as the subcutaneous layer or subcutaneous tissue. The deeper subcutaneous tissue or 

hypodermis is made of fat, connective tissue and elastin, which is an elastic protein that 

helps tissues return to their normal shape after stretching (Hoffman, 2019). The fatty layer 

differs in thickness with sex, race, and individual nutritional and hormonal status. This 

layer functions as an insulator, offering protection against the cold, and protects the 

body against heat as well through sweating (Bennett & Howard, 2020). The high levels of 

fat help insulate the body and prevent us from losing too much heat. The fat layer also acts 

as protection, padding our bones and muscles. 

 

 

 

https://www.verywellhealth.com/subcutaneous-tissue-1068882
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Figure 2. 1 The general human skin structure (Hoffman, 2019) 

2.3. Types of skin lesion in this study 

2.3.1 Fungal skin disease  

Infections caused by pathogenic fungi and limited to the human hair, nails, epidermis, and 

mucosa are referred to as superficial fungal infections. Despite the fact that these 

infections rarely are dangerous or life threatening, detect at early stage is important 

because of their worldwide distribution, frequency, person-to-person transmission, and 

morbidity (Brendan P. Kelly, 2012). Dermatophytes are the most common agents of 

superficial fungal infections worldwide and widespread in the developing countries, 

especially in the tropical and subtropical countries like India and Sub Saharan Africa, 

where the environmental temperature and relative humidity are high. Other factors such as 

increased urbanization including the use of occlusive footwear and tight fashioned clothes, 

has been linked to higher prevalence. Most common fungal infections are tinea corpories, 

Tinea capitis, tinea pedies, Tinea cruises, Pityriasis versicolor and etc (Brendan P. Kelly, 
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2012). Among them we included the most frequent occurred fungal infections those are 

Tinea capitis, tinea pedies and tinea corpories. 

Tinea refers to superficial infection with one of three fungal genera called Microsporum, 

Epidermophyton, and Trichophyton collectively known as dermatophytes. These 

infections are among the most common diseases worldwide and cause serious chronic 

morbidity (Hay & Morris-Jones, 2012). Tinea infections are caused by dermatophytes and 

are classified by the involved site. The most common infections in children are tinea 

corporis and tinea capitis, whereas adolescents and adults are more likely to develop tinea 

cruris, tinea pedies, and tinea unguium. The clinical diagnosis can be unreliable because 

tinea infections have many mimics, which can manifest identical lesions. For example, 

tinea corporis can be confused with eczema, tinea capitis can be confused with alopecia 

areata, and onychomycosis can be confused with dystrophic toe nails from repeated low-

level trauma (Mary Seaburyn, Rosenfeld, & W.Ely, 2014) . 

Tinea Capitis 

Tinea capitis is one of a skin disease caused by a fungus, its shape is usually round or 

oval. It is the commonest superficial fungal infection among primary school children 

(Oke, Onayemi, Olasode, Omisore, & AbimbolaOninla, 2014). It affects the skin around a 

head.  Tinea capitis is almost exclusively a disease of childhood, and current evidence 

suggests that it occurs more often in children of Africa (Hay & Morris-Jones, 2012). Tinea 

capitis causes small red bumps and pustules on the scalp, as well as some scaling. Over 

time, these bumps may increase in number. The rash can also spread to cover a wider area. 

People who have tinea capitis may experience a localized area of scaling, itching, and pus 

filled bumps. They may also notice some hair loss. 

 

https://www.medicalnewstoday.com/articles/249182.php
https://www.medicalnewstoday.com/articles/70956.php
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Figure 2. 2 Tinea capitis  

Tinea Pedies 

Tinea pedies is the other disease caused by fungus and it mostly affects the leg and foot. 

It is a fungal infection that usually begins between the toes. It commonly occurs in people 

whose feet have become very sweaty while confined within tight fitting shoes. Signs and 

symptoms of athlete's foot include a scaly rash that usually causes itching, stinging and 

burning. Athlete's foot commonly starts with a red rash between the toes, typically 

between the fourth and fifth toe. The prevalence of tinea pedies is high particularly in 

people who wear occlusive footwear, such as athletes (Hay & Morris-Jones, 2012) 

 

Figure 2. 3 Tinea Pedies 

Tinea Corporis 

This type of fungal infection is mostly affect the overall body like hand, leg, abdomen and 

neck. Present with apruritic erythematous rash with an active scaly palpable edge within. 

Tinea corporis is seen most commonly in children and young adults (Hay & Morris-Jones, 

2012). It is characterized by ring shape. Signs of tinea corporis are the appearance of an 

itchy, red, circular rash in the shape of a ring. This rash may resemble a target or a 
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bullseye, and it usually has raised edges. The most common infections in children are 

tinea corpories and tinea capitis (Mary Seaburyn, Rosenfeld, & W.Ely, 2014). 

 

 

Figure 2. 4 Tinea Corporis 

2.4. Digital image processing  

A digital image is a representation of a two dimensional function, f(x, y), where x and y 

are spatial coordinates, and the amplitude at any pair of coordinates (x, y) is called the 

intensity or gray level of the image at that point. When x, y, and the amplitude values of f 

are all finite, discrete quantities, the image is called a digital image (Tigistu, 2017).  

Digital image is a composed of a finite number of elements, each of which has a particular 

location and value. These elements are referred to as picture elements (pixels). Pixel 

values typically represent gray levels, colors, heights, opacities etc. Common image 

formats include:  1 sample per point (B&W or Grayscale), 3 samples per point (Red, 

Green, and Blue), and 4 samples per point (Red, Green, Blue, and Alpha, a.k.a. Opacity) 

(Nikou, 2008). 

Digital image processing is manipulation of digital images using computers. Digital image 

processing focuses on developing a computer system that is able to perform processing on 

an image (Tigistu, 2017). Digital image processing has very wide applications in medical 

diagnosis, remote sensing, transmission and encoding, Machine/Robot vision, pattern 

recognition etc. (Daniel Hailemichael, 2015). DIP has been extensively used in various 

(human, animal, plant) disease diagnosis approaches and assisting experts to select the 

right treatment. It can either be used to recognize the symptoms of a disease on the skin or 
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even in the molecular analysis using microscope images that display the anatomy of the 

tissues (Petrellis, 2018) 

Digital image processing focuses on two major tasks. The first is for improvement of 

pictorial information for human interpretation. The second is for processing of image data 

for storage, transmission and representation for autonomous machine perception. Some 

argument about where image processing ends and fields such as image analysis and 

computer vision start. Image Processing is a technique to enhance raw images received 

from cameras/sensors placed on satellites, space probes and aircrafts or pictures taken in 

normal day-to-day life for various applications (Chitradevi & P.Srimathi, 2014) (Nikou, 

2008).  

Digital Image processing can be seen in three levels. These levels are termed as low, mid, 

and high level processes. Low level processes involve primitive operations such as image 

preprocessing to reduce noise, contrast enhancement, and image sharpening. A low level 

process is characterized by the fact that both its inputs and outputs are images. Mid-level 

processing involves tasks such as segmentation. Unlike low level processing, in mid-level 

its inputs are images, but its outputs are attributes extracted from those images. High level 

processing involves making sense of a group of recognized objects like classification, 

tracking etc (Daniel Hailemichael, 2015). 

Basically different image processing applications may follow different steps. However, 

the fundamental steps that every image processing applications pass through are shown in 

Figure 2.5.   



20 

 

Figure 2. 5 Steps of digital image processing  

2.4.1. Image Acquisition  

Image acquisition is a process of gathering relevant data from different sources. It is the 

first step of digital image processing, before starting developing a system, first essential 

data must be available. There are different imaging methods of skin, some of them 

include: total cutaneous photography, dermoscopy, CSLM, ultra sound, MRI, OCT and 

multi spectral imaging (Ruela, 2015).  

2.4.2. Image preprocessing 

Image preprocessing is an essential step of detection in order to enhance the quality of 

original image by removing unrelated and surplus parts such as noise in the back ground 

of image. By any means the image is acquired there are artifacts to be removed and 

enhance the contrast for making the border detection easy to the system. This is an 

essential step in digital image processing because enhancing the quality of original image 

enhances the detection of lesion region. Thus selection of the best preprocessing 

techniques can greatly improve the accuracy of the CAD system. The objective of the pre-
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processing stage can be achieved through image enhancement and image resizes (Masood 

& Jumaily, 2013). 

Image enhancement 

Image enhancement is an important procedure to improve the visual appearance of the 

image and it can be categorized into image scaling, color space transformation and 

contrast enhancement. Image enhancement is the modification of image by changing the 

pixel brightness values to improve its visual impact. Images suffer from poor contrast and 

noise because of the limitations of imaging sub systems and illumination conditions while 

capturing image. Hence, it is necessary to enhance the contrast and remove the noise to 

increase image quality. In image processing, image enhancement is the most important 

stage that improves the quality (clarity) of images by removing blurring and noise, 

increasing contrast, and revealing image details for human viewing or machine 

interpretation. While image noise is a random effect that causes variation in image 

brightness or color information, image contrast is the difference in visual properties 

making an object in image distinguishable from other objects and the background. In 

general, image enhancement techniques can be divided into three categories (Maini & 

Aggarwal, 2010) (Bareilly & Vidyapith, 2013). The commonly used image enhancement 

techniques include point processing operation, logarithmic transform, histogram 

equalization and smoothing filters (Maini & Aggarwal, 2010).     
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Table2. 2 Image contrast enhancement techniques 

Techniques Description  

Point 

Processing 

Operation 

Each pixel value is replaced with a new value obtained from the old one 

Logarithmic 

Transforms 

Maps a narrow range of low gray levels into a wider range of gray levels 

Histogram 

Equalization 

If image which is predominantly dark. Then its histogram would be skewed 

towards the lower end of the grey scale and all the image detail is 

compressed into the dark end of the histogram. It become more clear image 

Smoothing 

filters 

Reduce noise or prepare the image for further processing such as 

segmentation 

Gaussian 

filter 

Screen noise with the high spatial frequencies and produce a smoothing 

effect 

Median 

filter 

It better in the sense of preserving useful details in the image. It is 

especially effective for removing impulse noise, which is characterized by 

bright and or dark high-frequency features appearing randomly over the 

image 

 

2.4.3. Image segmentation 

Image segmentation is defined as the process of partitioning an image into non-

overlapping, constituent regions that are homogeneous with respect to some characteristic 

like gray level, color, texture, brightness, contrast and other (statistical) properties. First, 

the digital image is divided into two parts: background and foreground, where the 

foreground is the interesting objects and the background is the rest of the image. All the 

pixels in the foreground are similar with respect to a specific characteristic, such as 

intensity, color, or texture. The result of image segmentation is a set of segments that 

collectively cover the entire image.  
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Segmentation is the process used to locate objects and boundaries (e.g., lines or curves) in 

images. The result of image segmentation is a set of segments that collectively cover the 

entire image, or a set of contours extracted from the image. The segmented objects are 

often termed the foreground and the rest of the image is the background. It is applied to 

remove the unwanted part from the image and find the region of interest. For any given 

image, we cannot generally speak of a single, correct segmentation. Rather, the correct 

segmentation of the image depends strongly on the types of object or region we are 

interested in identifying. The central question in image segmentation is what relationship a 

given pixel have with respect to its neighbors and other pixels in the image in order that it 

be assigned to one region or another.  

There are many segmentation techniques, but they can be categorized into detection of 

discontinuities and detection of similarities. The segmentation technique based on 

detection of discontinuities is the process of partitioning an image based on abrupt 

changes in intensity. Examples of such algorithms include all edge detection algorithms. 

On the contrary, detection of similarities is based on continuities. These techniques divide 

the entire image into sub regions depending on some similarity rules. Examples of such 

algorithms include thresholding, region growing etc. Whether the segmentation technique 

used is discontinuity or similarity, the end result of any segmentation process is a binary 

image (Daniel Hailemichael, 2015). Image segmentation methods are classified into 

threshold based, region based, and cluster based and edge based image segmentation 

(Heba Fathy, 2016).  Image segmentation techniques are listed in table 2.2. 
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Table2. 3 image segmentation techniques 

Methods  Description  Pros Cons Reference 

Threshold 

based 

Determining threshold 

and then the pixels are 

divided into groups 

based on that criterion. 

It include bi-level and 

multi-thresholding 

✓ No need of 

previous 

information 

✓ simplest 

method 

 

✓ highly 

dependent 

on peaks 

✓ spatial 

details are 

not 

considered 

(Heba Fathy, 2016) 

(A.kaur & N.kaur, 

2015) 

(Masood & 

Jumaily, 2013) 

Region-

based  

Splitting the image into 

smaller then merging 

sub images which are 

adjacent and similar in 

some sense. It includes 

Statistical region 

merging, multi-scale 

region growing, and 

morphological flooding 

✓ more 

immune to 

noise 

✓ useful when 

it is easy to 

define 

similarity 

criteria 

✓ expensive 

method in 

terms of 

time 

and memory 

(Masood & 

Jumaily, 2013) 

(Kaganami & Beij, 

2009) 

cluster 

based 

classifying pixels in an 

image into different 

clusters that exhibit 

similar features 

✓ fuzzy uses 

partial 

membership 

✓ useful for 

real 

problems 

✓ determining 

membership 

function 

is not easy 

(Masood & 

Jumaily, 2013) 

(Barghout & 

J.Sheynin, 2013) 
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MASK R-

CNN 

 It can separate 

different objects in a 

image or a video. You 

give it a image, it gives 

you the object 

bounding boxes, 

classes and masks 

✓ Simple, 

flexible and 

general 

approach 

✓ High 

training 

time 

(Masood & 

Jumaily, 2013) 

2.4.4. Feature extraction  

 Features are the information extracted from images in terms of numerical values that are 

difficult to understand and correlate by human. If we consider the image as data the 

information extracted from the data is known as features. Features extracted from an 

image are much lower dimension than the original image. The reduction in dimensionality 

reduces the overheads of processing bunch of images. A good feature set contains 

discriminating information, which can distinguish one object from other objects. The 

selected set of features should be a small set whose values efficiently discriminate among 

patterns of different classes, but are similar for patterns within the same class. There are 

several image features which represent an image for classification/identification systems. 

Most popular among them are color, texture and shape of an image. 

Color Features: are defined to a particular color space. Once the color space is specified, 

color feature can be extracted from the image. The most and common used color features 

include color histogram, color moments (CM), color coherence vector (CCV) and color 

correlogram, etc. The efficiency of the color feature resides in the fact that it is 

independent and insensitive to size, rotation and the zoom of the image (Seyyid, 2015).  

Texture Features: texture is a repeating pattern of local variations in image intensity. It 

refers to surface characteristics and appearance of an object by the size, shape, density, 

arrangement, proportion of its elementary parts. It is generally believed that human visual 

systems use texture for recognition and interpretation. Color is usually a pixel property 

while texture can only be measured from a group of pixels (Dong, 2013). Based on the 

domain from which the texture feature is extracted, texture feature classified into two 
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categories spatial texture feature extraction and spectral texture feature extraction (Seyyid, 

2015).  In spatial, texture features are extracted by computing the pixel statistics or finding 

the local pixel structures in original image domain, whereas in the spectral it transforms an 

image into frequency domain and then calculates feature from the transformed image.  

Among the current approaches used in image processing to describe texture, the so called 

statistical approach is the widely used because it produces good results with low 

computational costs. This method considers the distribution of gray levels and their 

interrelationship. The pixel values are used to construct numerical structures which are 

associated to the texture pattern of the image.  

Shape Features: the shape of an object refers to its physical structure and profile. Shape 

features are mostly used for finding and matching shapes, recognizing objects or making 

measurement of shapes. Moment, perimeter, area and orientation are some of the 

characteristics used for shape feature extraction technique. The shape of an object is 

determined by its external boundary abstracting from other properties such as color, 

content and material composition, as well as from the object's other spatial properties. 

Shape features are commonly used in the object recognition and shape description. The 

shape features extraction techniques are classified as region based and contour based. The 

contour methods calculate the feature from the boundary and ignore its interior, while the 

region methods calculate the feature from the entire region. 

The purpose of feature extraction is to reduce the original data set by measuring certain 

properties, or features, that differentiate one input pattern from another. When the pre-

processing and the desired level of segmentation have been achieved, feature extraction 

technique is applied to the segments to obtain image features. Image features are those 

items which uniquely describe an image, such as size, shape, composition, location etc. 

Feature extraction refers to taking measurements, geometric or otherwise, of possibly 

segmented, meaningful regions in the image (Masood & Jumaily, 2013). The most 

common feature extraction methods used recently in medical image detection and 

classification systems is CNN.  



27 

2.4.5. Classification 

Classification is the final phase in digital image processing responsible for making 

predictions or decisions about the extracted and selected feature information from the 

input. This phase is dependent on the previous phase’s performance. The objective of 

image classification is to detect, identify and classify the features occurring in an image in 

terms of type of class these features represent on the field. (Masood & Jumaily, 2013). 

Classification is the task of approximating a mapping function (f) from input variables (X) 

to discrete output variables (Y) (Catherine R. Alimboyong, 2018). In which the result is 

predicting the class of given data points. Classes are sometimes called as targets/ labels or 

categories. Classification is a two-step process, consisting training and classification step. 

In the training steps, a classification algorithm builds the classifier by analyzing and 

learning from a training dataset and their associated class labels. In the classification step 

the model is used to predict class labels for given data. The tasks depend on labeled 

datasets to learn the correlation between labels and data. It is a kind of supervised 

learning. 

2.5. Image Classification techniques 

 Image classification techniques can be broadly divided into supervised and unsupervised 

(Kalra, Goswami, & Gupta, 2013) (Kumar, Kamble, Pawar, Patil, & Bonde, 2014). The 

most common classification methods used recently in medical image detection and 

classification systems are K-Nearest Neighbor Classifier, Support vector machine, 

Artificial Neural Network Based Methods, Deep Learning Methods. Classification 

algorithms designed by considering different assumptions (Brownlee, 2016).  

2.4.6. Non deep learning Techniques 

Naive Bayes Classifier is a classification technique based on Bayes Theorem. A Naive 

Bayes classifier assumes that the presence of a particular feature in a class is unrelated to 

the presence of any other feature. Naive Bayes model is easy to build and particularly 

useful for very large data sets.  
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K-Nearest Neighbor is one of the classification algorithms. It takes a bunch of labeled 

points and uses them to learn how to label other points. To label a new point, it looks at 

the labeled points closest to that new point and has those neighbors vote, so the label 

which have most of the neighbors, is the label for the new point.  

Support Vector Machines is one of the classification algorithms. SVM is a non-

probabilistic binary linear classifier. The non-probabilistic aspect is its key strength. This 

aspect is in contrast with probabilistic classifiers such as the Naïve Bayes. That is, an 

SVM separates data across a decision boundary (plane) determined by only a small subset 

of the data (feature vectors) (Raj Bridgelall, 2017). It represents the training data as points 

in space separated into categories by a clear gap that is as wide as possible. New examples 

are then mapped into that same space and predicted to belong to a category based on 

which side of the gap they fall. The major problem of SVM is, it used for binary class 

classification. However, it is possible to classify a given dataset in to more than two 

classes by using Kernel functions. Sigmoid, Polynomial, Radial basis function (RBF) are 

kernel types those enable SVM used for multi- class classification. 

Artificial Neural Networks (ANN) is an information processing paradigm that is inspired 

by the way biological nervous systems process information. We are constantly analyzing 

the world around us. Without conscious effort, we make predictions about everything we 

see, and act upon them. When we see something, we label every object based on what we 

have learned in the past. Neural networks works with the same concept by adjusting the 

connection exist between neurons. It is composed of a large number of highly 

interconnected processing elements called neurons, which convert an input vector into 

some output.  

Neural networks have the potential for solving problems in which some inputs and 

corresponding output values are known, but the relationship between the inputs and 

outputs either not well understood or difficult to translate into a mathematical function. 

These conditions are commonly found in tasks involving classification of agricultural and 

animal products, plant and animal disease identification etc. ANN is better from the above 

method because, it is nonlinear model that is easy to use and understand compared to 
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statistical methods. Its non-parametric behavior allows better performance in complex 

problems because they don’t need background of statistic.  

ANN can be classified into shallow and deep learning. A shallow learning has less number 

of neurons compared to Deep learning (DL) (Brownlee, 2016). Image classification has 

been done on both learning methods. But, there is basic difference between them. Shallow 

learning uses one neuron for each input which increases number of parameters.  For 

example let us consider we have an image with 200 x 200 with 3 color channels it will 

cause difficulties while training and possible over fitting in the model. The problems 

become difficult when image size increase because the amount of weights becomes larger.  

In shallow learning we lose spatial information when the image is flattened into the 

network. For example, if a picture of lesion appears in the top left of the image in one 

picture and the bottom right of another picture, the shallow learning will try to correct 

itself and assume that lesion will always appear in the bottom right of the picture. Hence 

shallow learning react differently to an input images and its shifted version and they are 

not translation invariant. But deep learning is translation invariant. Another difference is 

deep learning scale with data, whereas shallow learning converges. Shallow learning 

reaches a stable state at a certain level of performance when you add more examples and 

training data to the network. But deep learning often continues to improve as the size of 

the data increase (Raghavendra, Bhat, Gudigar, & Achary, 2018). 

Another main difference is shallow learning don’t extract feature by themselves. They 

need feature extractor. Feature extractors are problem dependent and must be rewritten for 

each new dataset. The efficiency of the extractor depends on the assumption of a person 

who designs the extractor, because we simply cannot conceive every possible feature that 

will be useful (Catherine R. Alimboyong, 2018). We choose deep learning for our research 

work to extract deep features and classification SVM instead of Softmax. 

2.4.7. Deep learning Techniques  

Deep Learning is concerned with algorithms inspired by the structure and function of the 

brain called artificial neural networks. The performance of this type of model improves by 

training with more examples and by increasing its depth or representational capacity. In 
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addition to scalability, another often cited benefit of deep learning models is their ability 

to perform automatic feature extraction from raw data (Brownlee, 2016).  

There are many types of deep learning used for variety of tasks in Artificial intelligence 

(Razzak, Naz, & Zaib, 2018) like deep neural network, deep belief network, recurrent 

neural networks, Deep Boltzmann Machine, restricted Boltzmann machines and 

Convolutional neural network.  

Deep neural network is neural network having more than two layers. It can model 

complex non-linear relationships. It is used for classification as well for regression. Deep 

neural networks use sophisticated mathematical modeling to process data in complex 

ways.  

Deep belief network is unsupervised probabilistic deep learning algorithm. It can be 

defined as a stack of restricted Boltzmann machines (RBM), in which each RBM layer 

communicates with both the previous and subsequent layers. The nodes are connected to 

each other across layers, but no two nodes of the same layer are linked. That is, there is no 

intra-layer communication. The idea behind a DBN is that it is possible to stack more 

RBMs on top of each other by building a deep network, which presents the ability to 

extract a hierarchal representation of the input at multiple level of abstraction.  

Deep Boltzmann Machine (DBM) is unsupervised, probabilistic, generative model with 

entirely undirected connections between different layers. It contains visible units and 

multiple layers of hidden units. Like RBM, no intra layer connection exists in DBM. 

Connections exists only between units of the neighboring layers network of symmetrically 

connected stochastic binary units DBM can be organized as bipartite graph with odd 

layers on one side and even layers on one side units within the layers are independent of 

each other but are dependent on neighboring layers. Deep Boltzmann Machine (DBM) 

have entirely undirected connections 

Recurrent neural networks (RNNs) are a type of artificial neural network that are able to 

recognize and predict sequences of data such as text, genomes, handwriting, spoken word, 

or numerical time series data. They have loops that allow a consistent flow of information 

and can work on sequences of arbitrary lengths. The RNNs attempts to address the 
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necessity of understanding data in sequences. Recurrent nets differ from feed forward nets 

because they include a feedback loop, whereby output from step n-1 is feedback to the net 

to affect the outcome of step n, and so forth for each subsequent step.   

Convolutional neural network (CNN) is one of the main learning mechanisms to do 

images recognition, images classifications, objects detections etc. including automatic 

feature extraction. It is based on learning levels of representations. The higher lever 

concepts are defined from lower-lever ones and the same lower lever concepts can help to 

define many higher lever concepts. It learns multiple levels of representation and 

abstraction which helps to understand dataset such as images, audio and text. It is 

advantageous of simple structure, less training parameters because of shared weights and 

adaptability (Liu, Fang, Zhao, & Wan, 2017). CNN is now the go-to model on every 

image related problem. In terms of accuracy they blow the competition out of the water, it 

is also successfully applied to recommender systems, natural language processing and 

more, the main advantage of CNN compared to its predecessors is that it automatically 

detects the important features without any human regulation, CNN is also computationally 

efficient to learn feature. 

  

To choose which network fit for our problem, we must consider the type of problems and 

the data we use. Each deep network has its own characteristics as shown in Table 2.3. Our 

task is classifying the input image using good feature extractor, so it is classification and 

feature extractor problem and the data we have is labeled and its supervised learning. The 

data types are image which are represented in pixel. One pixel is dependent on the value 

from its 8 neighbors, the feature is spatial feature. We choose CNN for feature extraction 

with SVM for classification.  
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2.6. Component of Convolutional neural network 

Even if there are different architectures the general overview of CNN contains convolution 

layer, pooling layer, and finally fully connected layer for classification of sub contents. The 

details of mathematical operation are as follows (Vedaldi & Lenc, 2015). CNN is a 

network that uses a convolution mathematical operation instead of general matrix 

multiplication.   

 

 

Figure 2. 6 Basic convolutional neural network architecture   (Antonio & Sujit, 2017)  

Convolution layer 

The first layer of CNN is convolution layer. Convolution is an operation on two functions 

of real valued argument. For a given input image, “I” and convolving kernel “K” size of 

“mxn”, the convolution operation is written as Equation 2.1. The aim of CNN is to learn 

very deep features of the image via convolution operation, so that the model is capable of 

identifying the invariant features from raw image data.   

𝑆(𝑖, 𝑗) = (𝐼 ∗ 𝐾)(𝑖, 𝑗) ∑ ∑ 𝐼(𝑖 − 𝑚, 𝑗 − 𝑛)𝐾(𝑚, 𝑛

𝑛𝑚

)                                        (2.1) 

 The input of CNN is a tensor, for the proposed problem the model takes an input of 3 order 

tensor (an image with 3 channels R, G, B) and size of width and length of each tensor “W” 

and “H”, then the model runs layer by layer until the output layer is reached. CNN is a 
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sequence of layers suppose the first layer receives input image I ℰ R HXWXDXN where D is 

the number of channel or depth of image and N is the size of mini batch used for 

accelerating the training by dividing spatial input. For each element of “I” there is an index 

set {i,j,d,n} where 0≤i≤H, 0≤j≤W,0≤d≤D and 0<n≤N the output of lth layer Y which is an 

input for (l+1)th layer is computed using Equation 2.2 (Vedaldi & Lenc, 2015).  

𝑌𝑖+1,𝑗+1,𝑑 = ∑ ∑ ∑ 𝑓𝑖,𝑗,𝑑,𝑛

𝐷

𝑑

𝐻

𝑗=0

𝑊

𝑖=0

∗ 𝑋𝑖(1) + 𝑖, 𝑗(𝑙) + 𝑗, 𝑑(𝑙)                                 (2.2) 

where “f” is the kernel function used for generating weights to be adjusted on the training 

and i, j, d of “l” are values of index in the “lth” layer or input layer. When applying 

convolution in actual training there are other hyper parameters selected manually additional 

to kernel. The hyper parameters are: output depth (depth of feature maps), stride (how far a 

filtering curve “f” is moving) and padding (for controlling the spatial size of the input 

volume) (Vedaldi & Lenc, 2015).  

The result of convolution operation “Y” Equation 2.2 is called a feature map which is 

convolution of kernel and input. Convolution is needed to amplify different edges of the 

input image depending on the type of bias used. If V feature maps are gained by 

convolving a single channel of input X detection or object recognition is by combining all 

the feature maps from different channel.  

Pooling layer 

The second layer is pooling layer or sub sampling layer that comes after convolution layer 

for reducing the spatial size. The data representation is progressively reduced over the 

network and it helps to control over fitting. There is no parameter learning in this layer, it 

results a new size spatial input for the next convolution layer without changing the depth or 

feature maps and preserving the location of edges. Max pooling and average pooling are 

the most common down sampling methods (Patterson & Gibson, 2015). In this work we 

used the Max pooling .The output of pooling layer for a new filter size of HXD is in 

Equation 2.3, the output returns the maximum in the selected neighborhood for max 

pooling.  

𝑌𝑖,𝑗,𝑑 = 𝑀𝑎𝑥{𝑋𝑖,𝑗,𝑑}  𝑤ℎ𝑒𝑟𝑒, 0 ≤ 𝑖 ≤ 𝐻, 0 ≤ 𝑗 ≤ 𝑊, 𝑑                                       (2.3)     
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Adding pooling layers to the CNN architecture helps to minimize cost of computation by 

reducing the number of parameters to be learned for the next convolution layer. Pooling is 

also helpful for handling inputs of varying size.  

Activation Layer 

The third layer is activation layer applied after the convolution layer. This layer is used to 

increase the non-linearity of CNN. Image contains semantic information which is nonlinear 

pixel inputs the output also must be highly nonlinear to map the input and output of CNN 

(Vedaldi & Lenc, 2015). 

Fully Connected layer 

The forth layer of CNN general architecture is fully connected layer used to compute the 

class of prediction. This layer is applied at the end of deep CNN model. The feature output 

matrix is converted into a vector form and elements fully connected to each other. For each 

elements of the input to the fully connected layer the category of its class is computed 

using Softmax activation function of Equation 2.4. Image pixel values in the form of vector 

are input for the function whereas output is the probability distribution of an item over P 

probabilities.  

       𝛼 (𝑌𝑖 =
𝑒𝑌𝑖

∑ 𝑒
𝑌𝑗𝑝

𝑗=1

)                                                                                                     (2.4) 

Where p is the number of prediction class for Y input with index of “I”   

The above explanation is the forward run of CNN architecture the backward run computes 

the prediction loss, which helps to adjust the weights for the right prediction e.g. cross 

entropy loss used for multi class classification problems (Patterson & Gibson, 2015). Cross 

entropy Equation 2.5 compares the actual distribution and predicted distribution i.e. ground 

truth comparison to the predicted value.   

𝐻(𝑌, 𝑌′) = ∑ 𝑌𝑖

𝑖

log (
1

𝑌𝑖
′)                                                                               (2.5) 
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Activation Function 

Activation functions are mathematical equations that determine the output of a neural 

network. The function is attached to each neuron in the network, and determines whether it 

should be activated or not, based on whether each neuron’s input is relevant for the model’s 

prediction. It serves to introduce non linearity in the modeling capabilities of the network. 

A neural network without Activation function would simply be a linear regression Model, 

which has limited power and does not perform well. There are three types of Activation 

Functions binary, linear and nonlinear function. 

Binary Function is a threshold based activation function. If the input value is above or 

below a certain threshold, the neuron is activated and sends exactly the same signal to the 

next layer. It does not allow multi value outputs, for example, it cannot support classifying 

the inputs into one of several categories. 

Linear Activation Function is activation function takes the form A = cx. It takes the 

inputs, multiplied by the weights for each neuron, and creates an output signal proportional 

to the input. Linear function is better than binary function because it allows multiple 

outputs, not just yes and no. All layers of the neural network collapse into one with linear 

activation functions, no matter how many layers in the neural network. The last layer will 

be a linear function of the first layer because a linear combination of linear functions is still 

a linear function. So a linear activation function turns the neural network into just one 

layer. Also using back propagation to train the model because the derivative of the function 

is a constant, and has no relation to the input. So it’s not possible to go back and understand 

which weights in the input neurons can provide a better prediction. 

Non-Linear Activation Functions allow the model to create complex mappings between 

the network inputs and outputs. It is essential for learning and modeling complex data, such 

as images, video, audio, and data sets which are non-linear or have high dimensionality. 

They allow back propagation because they have a derivative function which is related to 

the inputs. They allow stacking of multiple layers of neurons to create a deep neural 

network. Multiple hidden layers of neurons are needed to learn complex data sets with high 
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levels of accuracy. We need a neural network model to learn and represent a complex 

function which maps inputs to outputs that is why we need non linearity.  

Some of the most common nonlinear Activation function is listed below: Sigmoid is 

activation function of form  

                     f(x) =  
1

1
 +  exp (– x)                                                                                 (2.6) 

 It’s recommended to be used only on the output layer so that we can easily interpret the 

output as probabilities since it has restricted output between 0 and 1. It is computationally 

expensive.  

Tanh is activation function and it is computationally expensive. The mathematical form is 

f(x) =
1 — exp(−2x)

1 + exp(−2x)
                                                                                                          (2.7) 

RELU is another activation function. Compared to other activation function, it is 

computationally expensive. Softmax is activation function which used for classification 

with network; RBF is a kernel which used to make classifier able to classify the input in to 

multi-classes. There is no definitive guide for which activation function works best on 

specific problems. It’s a trial and error process by trying different set of functions and sees 

which one works best on the problem at hand. In this thesis, we show the comparison 

result of Relu and Tanh. The mathematical formula expressed in equation 2.8 

f(x) =  max (0, x)                                                                               (2.8) 

Padding    

In order to preserve the same dimensionality, possible to appling padding to border the 

input with zeros. (Arden, 2020). Padding is a border zero values which are placed outside 

the matrix of the image. In a convent having many layers, this effect of decrease the 

output can be countered by zero padding the input. We can have the result of canceling 

dimensional discounts and preserving the input dimension at the output. So, padding may 

be necessary in order to prevent outputs from becoming too reduced. In our research we 
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applied Same Padding: In this case, we add ‘p’ padding layers such that the output image 

has the same dimensions as the input image.   

Dropout Layer  

Dropout is a technique used to prevent a model from overfitting. The in dropout layer is 

the input elements with a certain probability are inactivating or released out such that the 

separate neurons are talented to learn the features that are less dependent on its 

surroundings. This process applied during the training phase and the validation phase 

(Arivazhagan & Vineth, 2018). 
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2.7. Common Architectures in Convolutional Neural Networks 

Different CNN architectures have proposed from 2012 like VGG16, VGG19, AlexNet, 

Google net, ResNet, Densenet and so on. The technologies make researchers able to 

improvement classification across natural images by taking advantage of the quite 

luxurious classification method (Preetom & Chowdhury, 2018). 

AlexNet  

AlexNet is one of CNN architecture, which has 60 million parameters and 650,000 

neurons. AlexNet consists 8layers including five convolutional layers and 3 fully 

connected layers with the final 1000-way Softmax which produces a distribution over the 

1000 class labels. Relu was applied at every convolutional and fully connected layer. The 

network’s input is 150,528 (224 x 224 x 3) dimensional. The 1st convolutional layer filters 

the input image with 96 kernels of size 11 x 11 x 3 with a stride of 4 pixels. The 2nd 

convolutional layer takes as input the pooled output of the first convolutional layer and 

filters it with 256 kernels of size 5 x 5 x 48. The 3rd, 4th, and 5th convolutional layers are 

connected to one another without any pooling or normalization layers. The fully connected 

layers have 4096 neurons each. 11*11 filter size leads higher memory consumption and 

they do not used batch normalization. AlexNet won the competition in the ILSVRC-2012 

to classify 1.2 million images into 1000 different classes by achieving a winning top-5 test 

error rate of 15.3%, compared to 26.2% achieved by the second-best entry (Krizhevsky, 

E.Hinton, & Sutskever, 2012). 

VGG  

VGG is another CNN architecture ,which consists of 16 learned layers including thirteen 

convolutional layers with filter size of 3 x 3, five pooling layers which follow some of the 

convolutional layers and three fully connected layers with the final 1000-way Softmax 

which produces a distribution over the 1000 class labels. All learned layers were applied 

with ReLU nonlinearity. Their main contribution was a detailed evaluation of networks of 

increasing depth using architecture with very small (3 x 3) convolution filters, which are 

convolved with the input at every pixel with stride size of 1. VGG takes the second place 
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in the contest of the ILSVRC-2014 to classify 1.2 million images into 1000 different 

classes by achieving a top-5 test error rate of 7.3 % (Karen & Andrew, 2014). They did 

not apply batch normalization to accelerating the training time and stable the model in 

order to learn features by updating the parameter.  

GoogleNet  

GoogleNet is a CNN model, which contains 22 layers with no fully connected layers and 

only 5 million trainable parameters and decreases 12 times than AlexNet. For the 

convolutional operation the model used 1*1, 3*3, 5*5 filter size for pooling 3*3 with 

stride 2 and 224*224-pixel value used to rescale or normalized images, it achieved a top-5 

error rate of 6.67% in the ILSVRC-2014 to classify 1.2 million images into 1000 different 

classes(Sakshi, Kumar, Mishra, & Asopa, 2018). But they applied 5*5 filter size, this need 

higher computation time so in our case the architecture not fit with our dataset related to 

characteristic features this also lead overfitting and underfitting problems. 

ResNet  

ResNet is the deepest CNN model than VGG, AlexNet, and GoogleNet, which consists of 

152 layers. ResNet won the 1st place in the ILSVRC-2015 classification competition to 

classify 1.2 million images into 1000 different classes by achieving a winning top-5 test 

error rate of 3.57%. It also won the 1st places on the tasks of ImageNet detection, 

ImageNet localization, COCO detection, and COCO segmentation (Kaiming, Xiangyu, 

Shaoqing, & Jian, 2015). 
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2.8. Related works 

So far, several researchers developed there model for diagnosis, detection, and 

classification of skin disease. Several methods have been applied by many researchers in 

order to identify and recognize human skin diseases from images. In section 2.8.1 and 

2.8.2 review of some approaches used by numerous researchers are explained and we try 

shows the gap we want to fill. 

2.8.1. Detection and classification of skin disease using non deep learning approach  

 In (Li-sheng, Quan, & Tao, 2018), the authors proposed a method for skin disease 

detection and classification. They used GLCM for feature extraction and SVM for 

classification. However, their method recognized three types of diseases, namely, herpes, 

dermatitis, and psoriasis. Their evaluation result is 85%, 90%, 95% of the recognition rate 

respectively. In this thesis we used CNN for feature extraction and SVM for classification, 

since CNN is the state of the art today to extract deep features.  

Diagnosing different types of skin diseases were done by researchers using Case-based 

Reasoning (CBR) with Image Processing techniques. They used the ABCD rule for 

feature extraction and Multilayer Perceptron Classifier (MLP) for classification. The 

detection rate of their method is 88%, 61%, 75%,51%, 43%, 34% for Eczema, Psoriasis, 

Acne, Skin Cancer, Scabies and Seborrheic Dermatitis respectively (Carl Louie Aruta, 

Calaguas, Gameng, & Prudentino, 2015). From their result, only Eczema and Acne 

perform high accuracy. However, the rest 4 types of diseases less perform than the two 

skin diseases.  

Segmentation and classification of skin lesions was proposed (Sumithra, Mahamad, & 

Guruc, 2015). Authors used SVM and KNN for classification purposes. Melanoma, 

Bullae, Seborrheic keratosis, Shingles, Squamous cell were detected and classified using 

this method. They compare the two algorithms by using individually and as fusion. Their 

performance result shows SVM-KNN fusion outperforms the individual classifiers. The 

overall result of the proposed method is 46.71% and 34% of F-measure using SVM and k-

NN classifier respectively and with 61% of F-measure for a fusion of SVM and k-NN. 
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From this, the performance result is low, because they used a collection of datasets from 

internet resources and they didn’t use a good feature extraction method. 

2.8.2. Detection and classification of skin disease using deep learning approach  

Skin-disease detection system was implemented with the Tensor flow library and Python. 

Researchers used CNN for feature extraction. This web-based system used to classifying and 

Diagnosis Atopic dermatitis, Acne vulgaris and Scabies (Sam, Philip, Nartey, & Nti, 2019). 

Their system was able to detect widespread skin diseases (atopic dermatitis, acne vulgaris, 

and scabies) in Ghana. Disease identification accuracy of 88% for atopic dermatitis, 85% 

for acne vulgaris, and 84.7% for scabies. The overall classification accuracy is 88%. 

Skin diseases are hazardous and often contagious, especially melanoma, eczema, and 

impetigo. The fundamental problem is only an expert dermatologist is able to detect and 

classify such disease. Sometimes, the doctors also fail to correctly classify the disease and 

hence provide inappropriate medications to the patient. Authors propose a skin disease 

detection method. Their system is mobile-based so it can be used even in remote areas. 

They also compared Support Vector Machine (SVM) and Convolutional Neural Networks 

(CNN). Based on their result CNN performs better classier performance than SVM (Mrs. 

Jayashree, Aishwarya, Harsha, & Nisha, 2019). However, their system classifies 3 types 

of disease melanoma, eczema, and impetigo. Skin diseases like tinea corpories, tinea 

pedies, and tinea capitis are not recognized in this paper. 

A Mobile net CNN model also used by authors to propose a smart phone based skin 

disease classification system. This system recognized Acne, Eczema, Pityriasis rosea, 

Psoriasis, Tinea Corporis, Varicella (chickenpox), and Vitiligo. They used oversampling 

techniques and data augmentation to increase the performance of the model. They have 

got 94% accuracy  (Velasco, et al., 2019). Even though they include tinea corpories, they 

didn’t consider other fungal skin disease like tinea pedies, and tinea capitis. 

(Kamulegeya, et al., 2019), were tried to test one artificial intelligent application, which is 

developed for skin disease identification for dermatology. They used diversity black skin 

color images as a data set they have got 17% accuracy. Finally they conclude as the 
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designed AI is poor for fungal infection like tinea (capitis and corpories). To fill this gap 

we develop a method by including those fungal skin disease images. 
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2.9.  Summery  

Generally, this chapter explained the general science of Human skin structure, digital 

image processing and different techniques of image preprocess, segmentation, feature 

extraction, and classification. Some of the very recent research on medical image 

processing also reviewed. The reviewed literature is from different medical image 

processing studies but most of them are on human skin lesion identification. Addressing 

all the related works is not as such easy but the notable literatures are presented in this 

chapter. As it is the main aim of this work most of presented literatures are from support 

of automatic skin lesion detection and diagnosis. From the reviewed literatures, we tried to 

find the gap to fill in this thesis work. 
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CHAPTER THREE: METHODOLOGY 

3.1. Introduction 

In this work, we explain the design and system architecture of the proposed work. The 

steps in image processes such as skin lesion preprocessing, segmentation, feature 

extraction, model training and classification that are used in the system architecture are 

also explained in detail. The model has two components such as image processing and 

deep learning. It has three phases training, validation, and testing. In this work, our 

objective is to address the identification problem of skin disease using convolutional 

neural network. 

3.2. The architecture of the proposed system 

The architecture of the proposed work is depicted in the figure 3.1. Its major components 

include image preprocessing, image segmentation, feature extraction, skin lesion 

classification. In image processing part we used image size rescale, resize and filtering 

techniques for noise removal. Secondly, image segmentation applied to find region of 

interest and to separate the foreground and background of image. Thirdly feature 

extraction applied by the developed CNN model. Deep learning techniques used for a 

feature extraction by automatically applying convolutional layers, pooling layer and other 

hyper parameter like batch normalization, activation function, padding, stride, learning 

rate and optimization function.. The proposed model extract feature and used for 

classification of human skin disease. Finally we are classifying the image into predefined 

class using SVM, specifically RBF kernel function. 

As shown in figure 3.1, the first phase of the model is the training phase. In the training 

phase, we first acquire human skin disease images. Each image has three channels Red, 

Green, and Blue (RGB). Then, pre-process the acquired image to enhance its quality, 

rescales, and reduces nose. After preprocessing image data augmentation applied to 

increase the train dataset and to overcome overfitting problem. Secondly image 

segmentation technique applied to locate the region of interest that may contain the 
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characteristic features of the disease. Thirdly train the model using training datasets.  The 

model has a convolutional layer, pooling layer, and fully connected layer, to extract 

relevant features. Finally, we apply the SVM for classification function to classify into a 

predefined set of classes. The second phase is validation, its similar with the training 

phase by Appling preprocessing to feature learning and additional batch normalization 

used to stable the model to learn feature by update parameters, dropout and activation 

function the final phase is testing the model by test image dataset the convolution applied 

similar the validation phase. 

 

 Figure 3. 1 Proposed human skin disease identification architecture 

3.2.1. Image acquisition 

We got the datasets from patients at Bahr Dar Tibebe Giyon Hospital and Bahr Dar Felege 

Hiywet General Specialized Hospital. We select Bahir Dar hospitals, since the selected 
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fungal disease are common cases in these two hospitals. To maximize the number of 

collected datasets we used additional datasets from public repositories. 

3.2.2. Image Preprocess 

Image is acquired there are artifacts to be removed and enhance the contrast for making 

the border detection easy to the system. This is an essential step because enhancing the 

quality of the original image enhances the detection of lesion region. For example, in our 

data set hair is a noise to be removed. We used the following image preprocess techniques. 

Image resizes:  This step is necessary when you need to increase or decrease the total 

pixel for the standardization of image. Moreover, resizing the image reduces processing 

time and computational cost. The collected images have different size, width in ranging 

between 100 and 2000 pixels and length 100 to 3000pixels. Image resize is basic step in 

image preprocess because of the data set must have similar size that is preferable for the 

proposed method and the large pixel’s size consumes too much computational cost and 

time. We compare three types of image size by resized the dataset in to 200X200, 

224X224 and 300X300 pixels. 

As part of skin lesion preprocessing, we resized each skin lesion image, converted RGB 

image to Grayscale and balance the image intensity using histogram equalization. Noise 

minimized is also performed using median filter.  

Input: sample image  

Output: resized Image(200,200) 

Begin: 

       image = sample image 

       image=resize(image,200x200)  

     

       Return resized Image 

END 

Algorithm3- 1 Image processing of resized image 
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Convert RGB in to Grayscale:  since RGB is 3 channel image color format, it must 

change in to 1 channel to apply threshold segmentation. In this work, after   resize image 

the color format changes from RGB to Grayscale. 

Input: resized Image 

Output: Grayscale 

Begin: 

      If image data format == channels first:                

          Channel dimension = 1; // the position of the depth is at the first coordinate 

          InputShape = (depth, height, width);       

      Else:                

         Channel dimension = -1; // the depth will be located next to height and width 

         Grayscale = (height, width, depth); 

      Return Grayscale 

END 

Algorithm3- 2 Image shape ordering 

  

Figure 3. 2 Original RGB image and the Grayscale image respectively  

Histogram Equalization: it is a technique used to balance the intensity of image. It is a 

common technique for enhancing the appearance of images. Suppose we have an image 
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which is predominantly dark. Then its histogram would be skewed towards the lower end 

of the grey scale and all the image detail is compressed into the dark end of the histogram. 

If we could `stretch out' the grey levels at the dark end to produce amore uniformly 

distributed histogram then the image would become much clearer.  

Input: Grayscale 

Output: balanced intensity image 

Begin: 

        Histogram=Grayscale  

        Histogram = equalizeHist(Histogram) 

       Return Histogram 

END 

Algorithm3- 3 Balance the intensity of image 

Median filtering: In this thesis minimizing the effect of hair is addressed through the use 

median filter. It is another smoothing filter that is used to reduce noise in an image, 

somehow like a mean filter. However, it performs better than a mean filter in the sense of 

preserving useful details in the image. It is especially effective for removing impulse 

noise, which is characterized by bright and or dark high-frequency features appearing 

randomly over the image. Statistically, impulse noise falls well outside the peak of the 

distribution of any given pixel neighborhood, so the median is well suited to learn where 

impulse noise is not present, and hence to remove it by exclusion. The median filter is 

demonstrably better than another algorithms at removing noise because it preserves edges 

for a given, fixed window size. So, median filtering is very widely used in digital image 

processing (Chande & Gupta, 2013) 
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Input: histogram_image 

Output: Filter 

Begin: 

        Image=histogram_image 

        Set  height=histogram_image.shape[0] 

        Set wedith=histogram_image.shape[1] 

        Initialize x, y 

        for i in np.arange(x,height-x): 

            for j in np.arange(x,wedith-x): 

                Set new_data=[]// create memory  

                 for k in np.arange(-x,y): 

                     for l in np.arange(-x,y): 

                         Set a=histogram_image.item(i+k,j+l) 

                         new_data.append(a) 

               new_data.sort() 

               Calculate midpoint z 

               Set  m the midpoint value from array of new_data[z] 

               histogram_image.itemset((i,j),m) 

    Return histogram_image 

END 

Algorithm3- 4 Noise removal using median filter 

3.2.3. Data augmentation 

 Data augmentation is one of regularization method to prevent machine learning models 

from over fitting (Adrian, 2017). In this thesis data augmentation is applied after 

preprocessed the collected images. We have applied random transformation (such as 

zooming, rotation, shearing, and resizing) to our dataset to balance the insufficiency of our 

data. 
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Input: preprocessed image 

Output: Augmented images 

Begin:        

Initialize rotation range (RR), width shift range (WSR), height shift range (HSR),                 

shear range (SR), zoom range (ZR) 

      Set horizontal flip (HF) to true 

      Aug_image = ImageDataGenerator (RR, WSR, HSR, SR, ZR, HF)         

     Return Aug_image 

End 

Algorithm3- 5 Algorithm of augment image 

3.2.4. Image Segmentation 

Segmentation is dividing an image into different parts, each part representing 

homogeneous regions that share the same features such as intensity, color, texture. Image 

segmentation is a very important task in imaging science because the segmentation result 

can affect all the subsequent steps of automatic image analysis. We will use region based 

and threshold segmentation techniques. Now threshold segmentation is apply on the 

processed dataset. This method partition an input image into pixels of two or more values 

through comparison of pixel values with the predefined threshold value T individually 

(Kamdi & R.K.Krishna, 2012) .It transforms an input image to segmented binary image. 

In this work, we select Global threshold based and region based segmentation techniques.  

Global thresholding: This threshold algorithm is applicable when the intensity 

distribution of objects and background pixels are sufficiently distinct. In the global 

threshold, a single threshold value is used in the whole image. If G(x, y) is a threshold 

version of f(x, y) at some global threshold T, then the G(x,y) will be given as in equation 

𝐺(𝑥, 𝑦) = {1, 𝑖𝑓 𝑓(𝑥, 𝑦) ≥ 𝑇 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 0                                            (3.1) 

There are a number of global thresholding techniques. Otsu thresholding, optimal 

thresholding, histogram analysis thresholding, iterative thresholding, maximum 
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correlation thresholding, clustering thresholding, Multispectral and Multi-thresholding 

techniques are among the global tresholding techniques (K.Bhargavi & Jyothi, 2014) 

  

Figure 3. 3 the original and the segmented image respectively  

The region based segmentation: Region based technique is also known as “similarity 

based segmentation” used to find out region directly. (Yogamangalam & Karthikeyan, 

2013) It partition an image into uniform sub-regions based on some properties such as 

texture, color, intensity etc. Pixels belong to same intensity characteristics and closed to 

each other can be group together and assumed to be in same object. Region contains more 

information because it covers more pixels than edges. Watershed algorithm, region split 

and merge algorithm and region growing algorithm are the some commonly used methods 

of region based technique. It is a simple and robust method used to partition image into 

uniform regions correctly and give original image with clear edges using spatial 

information but it use high computation power. (Elayaraja & Suganth, 2014).  Finding 

region of interest is the major task to segment the relevant feature only. Steps of to find 

region of interest are listed below. 

In the first step, preprocessed images converted into array that Keras or TensorFlow 

works. Secondly, get the dimensions (hight=row and width=column) of the image. Thirdly 

select the initial kernel points; kernel point selection depends on the properties regions we 

want to segment like intensity value. Next assign x and y integers value such that their 

sum is equal=255 like x=100, and y=155. (x , y). Then assign i, j to cover the point x and 

y using this iteration, loop continues until we cover the segmented region that we want to 
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segment and the loop continues until the length becomes zero, while the length is reduced 

by 8 units, each time length and width are reduced by 8 since the size of array x and y is 

eight and print value of pixel then update the x and y coordinate of the point p, where we 

want to segment.  

Finally check whether the point p is inside the region points (an area where we want to 

segment). if p is inside the region points assign the image region (we want to segment) a 

value of 1 Otherwise, assign the image region (that cannot be segmented) a value of 0  

  

Figure 3. 4 The original and the segmented image using region based techniques 

respectively 

  
  

Figure 3. 5The original and the segmented image using integration techniques respectively 
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From the experiment result as shown in the figure 3.3, figure 3.4 and figure 3.5 the more 

clearly segmentation techniques is the integration one. So in this thesis, we used hybrid 

segmentation (region based & threshold) 

3.2.4. Feature learning   

The feature extraction is the process to represent a raw image in a reduced form to 

facilitate decision making such as pattern detection, classification or recognition. Finding 

and extracting reliable and discriminative features is always a crucial step to complete the 

task of image recognition and computer vision. Extracting as much information as possible 

from the available data sets is crucial to creating an effective solution. To extract deep 

features CNN is better (Ji & Yuyu, 2019).  

In Convolutional network the neurons are arranged in 3 dimensions width, height and 

depth. The Convolutional layers consist of a set of learnable filters. Every filter is 

arranged with width and height, and extends through the full depth of the input volume.  

As shown in the figure 3.1 the first layer in the proposed model is convolution layer. The 

first Convolutional layer accepts 200x200x3 image and have filter with 3x3x3 where the 

last 3 represent the depth of the filter which is similar to the input image. As we slide the 

filter over the width and height of the input volume we will produce a 2 dimensional 

activation map that gives the responses of that filter at every spatial position. Then we will 

stack these activation maps along the depth dimension and produce the output volume. In 

the first Convolutional layer 32 filters are applied which result in 200x200x32 activation 

map. The max polling layer will perform down sampling operation along the spatial 

dimensions (width, height), resulting in volume 100x100x32.  

The second Convolution layer accept the result of the first convolutional layer 

100x100x32 and apply its 64 filters to the input which result 100x100x64 activation map. 

Max poling follows to perform down sampling and result 50x50x64 volume. Its function 

is to progressively reduce the spatial size of the representation to reduce the amount of 

parameters and computation in the network, and also control over fitting.  

The third convolutional layer applies 128 filters.  It accepts the result of the second max 

pooling layer 50x50x64 and apply its 128 filters to the input which result 50x50x128 
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activation map. Max poling follows to perform down sampling and result 25x25x128 

volume.  

The final fully connected layer compute the class scores, resulting in volume of size 

1x1x3, where the 3 numbers correspond to a class score, among the 3 categories of our 

dataset.  We observe adding more layers do not improve the performance on our dataset. It 

leads to over fitting, increased memory consumption and computation time. The removal 

of one layer from the model result poor performance because the model will not generalize 

enough with less number of layer in the model. 

Activation function is also added on each Convolutional layer. There are different 

activation functions. There is no definitive guide for which activation function works best 

on specific problems. It’s a trial and error process by trying different set of functions and 

sees which one works best on the problem at hand. From a number of activation function 

comparison was done between Relu and Tanh.  

Bach normalization is added on each convolutional layer. It used to increase the stability 

of a neural network. Batch normalization normalizes the output of a previous activation 

layer by subtracting the batch mean and dividing by the batch standard deviation. 

3.2.5. Classification 

Classification is the final task of this work. As we discussed in the literatures, there are 

different algorithms used for classification purpose. In this thesis work we select SVM for 

this purpose. 

Support vector Machine and Kernel 

Support Vector Machine (SVM) is a linear model for classification and regression 

problems. The algorithm creates a line or a hyper plane which separates the data into 

classes (Pupale, 2018). SVM is a popular and powerful supervised learning algorithm is for 

binary class (Zoltan, 2018). To make suitable for non linear or more than two class non 

linear activation function must be applied. RBF is a kernel function which, used for 

classification instead of Softmax.  (Macedo, 2016) Shows a better performance using 

CNN with SVM than the individual CNN. As described in section 3.2 Figure 3.1 in the 
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fully connected layer we used SVM for classification and RBF non linear activation 

function.  

Classification is done by using the knowledge from the learning model, which is 

constructed by using training and validation phase. Training dataset is used in both 

training and validation phase. Hence, the features extracted by CNN used as input for 

SVM. By using the knowledge from the learning model, we can classify each image (in 

the testing dataset) into a specific or predefined class (Tinea Capitis, Tinea pedies, and 

Tinea Corpories). 
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3.3. Summery  

In this chapter, the design of the convolutional neural network for human skin disease 

detection and classification is discussed thoroughly. The components of the model such as 

preprocessing, segmentation, feature learning and classification are described clearly. The 

model has three phases: training phase, validation phase, and testing phase. The training 

and validation phase use training dataset to form the learning model. The testing phase, 

uses testing dataset and pass via the same procedures as in the training and validation 

phases. 
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CHAPTER FOUR: RESULTS AND DISCUSSION 

4.1. Introduction  

In this section the dataset used in this thesis work, tools used in the implementation part 

and parameters used in the model are described in details. We also presented the 

evaluation result and discussion about the extracted result. 

4.2. Dataset preparation  

We take image data sets from Bahr Dar Tibebe Giyon specialty Hospital and Bahr Dar 

Felege Hiywet General Specialized Hospital. In addition to this, we also used images in 

repository MedicineNet.com. Since the pandemic of corona virus, it was difficult for me 

to collect as much data set up to this date. After collecting some data from hospitals and 

repository data augmentation apply on the collected data to minimize over fitting problem. 

From 1196 image data 80% of the dataset used for training and 20% used for testing. 

Table 4. 1 Number of collected and augmented dataset  

Class Original collected image After Augment image 

Tinea capitis 
65 

413 

Tinea Corpories 
58 

415 

Tinea Pedies  
62 

368 

Total dataset 
185 

1196 
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Figure 4. 1Sample data set 

4.3. Implementation Tools  

In order to implement the skin disease identification model, we made use several open 

source libraries. The following libraries are used on Windows 10 Pro with Processor 

Intel(R) Core(TM) i3, CPU 2370MHz and RAM 4.0 GB.  

➢ Python: We choose Python as the programming language to develop the algorithms. 

The main reason for its selection is mainly because of its simplicity and code 

readability.   

➢ The IDE used is Anaconda 3, Spyder 4.0.1 and Jupyter notebook 6.0.3  

➢ OpenCV-Python which is a library of Python bindings designed to solve computer 

vision problems. CV2 module is inside this library which used to read image, resize 

image, change RGB to grayscale etc…  

➢ NumPy: is the fundamental package for scientific computing with Python that contains 

a powerful N-dimensional array object. This library is needed in order to treat images 
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as matrices. NumPy is the key library for image manipulation. It is very fast, which 

allows our algorithms to run with high computational efficiency, which is part of the 

desired features of the proposed work. OpenCV Python makes use of Numpy, which is 

a highly optimized library for numerical operations.  

➢  Scikit-learn is a free machine learning library for the Python. It features various 

classifications, regression and clustering algorithms including support vector 

machines, random forests, etc. and is designed to interoperate with NumPy and SciPy. 

➢ Tensor flow is also free machine learning library used for mathematical operation. 

➢ Keras library, used to create layers in cnn model 

➢ SVC : is a module from SVM , which used to for classification purpose 

4.4. Hyper Parameters in the model 

While training the model, there are some hyper parameters i.e. variables that determine the 

network structure for optimized result of training. The first groups of hyper parameters are 

determined for the network based on number of training data set by choosing the batch 

size. Those are:  

1. Number of Epoch: How many times the model reads all the data set  

2. Batch Size: Parts from all dataset to be visited at a time  

 3. Number of iterations: The number of batches to compete the dataset in one epoch.  

The second group of hyper parameters is discussed in visualization Section 3.2, which 

may different for different convolution layer. This are listed below and the value of the 

parameters described in the Table 4.2.  

1. Kernel Size: Filter size to generate feature maps.  

2. Padding: For keeping the size of output equal to the input of the next layer. 

 3. Stride: The distance of moving the kernel over convolving the image.  

4. Pooling Size: Down sampling size of convolved result.  
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5. Learning Rate: a positive fraction determining the step of learning of the network 

neurons.  

6. Dropout: a mechanism of regularization of the training to overcome over fitting 

Based on our dataset we set values for the above parameters. We have set the value by 

making a comparison according to training time and the performance. The hyper 

parameters and the value assigned for each parameter is described below in the table 4.2. 

Table 4. 2 Hyper parameters and value in the model 

Hyper Parameter  Value 

Epoch  50  

Batch size  32 

Iteration  30 

Kernel size   3x3 for all layers  

Padding  same   

Pooling   2  

Learning rate   0.001  

Dropout   0.5  

4.5. Evaluation techniques  

To test the accuracy of the model, 20% of the lesions in the database are used as test 

images. The widely used measurement metrics such as precision, recall, f1 score and 

support are used to compute the accuracy of the system which is defined as follow.  

Precision is defined as the ratio of 

𝑇𝑝

𝑇𝑝 + 𝐹𝑃
                                                                (4.1) 

Where Tp is the number of true positives and Fp is number of false positives. The 

precision is intuitively the ability of the classifier not to label as positive a sample that is 

negative.  
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The recall is the ratio of 

𝑇𝑝

𝑇𝑝 + 𝐹𝑁
                                                                 (4.2) 

Where Tp is the number of true positives and FN the number of false negatives. The recall 

is intuitively the ability of the classifier to find all the positive samples.   

  

The f1score can be interpreted as a weighted harmonic mean of the precision and recall 

and is defined as  

𝐹1 𝑆𝑐𝑜𝑟𝑒 =
2 ∗ (Recall ∗  Precision)

Recall +  Precision
                                           (4.3)       

Support is defined as the number samples of the true response that lie in that class. 

Accuracy is defined as a ratio of correctly predicted observation to the total observations.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑝 + 𝑇𝑁

𝑇𝑝 + 𝐹𝑝 + 𝐹𝑁 + 𝑇𝑁
                                       (4.4) 

Where TN is true negative which is defined as the ration of tn/(tn+fp). Classification 

report () function displays the precision, recall, f1-score and support for each class 

4.6. Evaluation result  

The proposed model trained many times using different activation function (tanh, relu), 

dataset (original data and preprocessed data) using 200x200 , 224x224 and 300x300 image 

size. Finally we compare our model HSDCNet with Alex net CNN architecture. 

In the first experiment we train the model using 200X200 original images using Relu and 

using Tanh differently. From this experiment we got 53% Training accuracy, 54% testing 

accuracy. However, during relu replaced by Tanh, the model achieves 60% and 58% 

training and testing accuracy respectively. This result indicates that image preprocessing is 

critical task to be done on our image datasets to increase the performance of identification.  
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4.6.1. HSDCNet model using 200X200 preprocessed image and Relu at training 

phase 

After visualizing the first experiment result, we apply image preprocessing techniques on 

the collected image. As described in chapter three figure 3.1 the model consists training, 

validation and testing phase. To show the performance difference, we trained the model 

using training phase and validation phase differently. In this experiment we achieved 80% 

training accuracy and 75% validation accuracy. Training phase result is described below 

in the figure 4.2.and figure 4.3. The rest experiment done using validation phase. 

 

Figure 4 2 Training accuracy of the model using Training phase  
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Figure 4 3 Training Loss the model using Training phase 

4.6.2. HSDCNet model using 200X200 preprocessed image and Relu at validation 

phase 

In the this experiment the model trained at validation Phase using 200X200 image size 

and the preprocessed image with Relu as activation function. From this we have achieved 

88%, 87% for training and testing accuracy respectively. Hence the preprocessed image 

enhances the performance of model than used original image. The plot diagram shows this 

accuracy and loss result below in figure 4.4 and figure 4.5  

 

Figure 4 .4 Training and validation accuracy using preprocessed data and relu 

 

Figure 4. 5Training and validation loss using preprocessed data and relu 
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4.6.3. HSDCNet model using 200X200 preprocessed image and Tanh 

In this experiment the model trained at validation Phase using 200X200 image size and 

the preprocessed image with Tanh as activation function. From this we have achieved 

89%, 89.4% for training and testing accuracy respectively. This result shows that Tanh 

activation function enhance the performance than Relu. The plot diagram shows this 

accuracy and loss result in figure 4.6 and figure 4.7 below. 

 

Figure 4. 6Training and validation accuracy using Tanh, prepossessed data 

 

Figure 4 .7Training and validation loss using Tanh, prepossessed data 
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4.6.4. HSDCNet model using 224X224 preprocessed image and Relu 

In this experiment the model trained at validation Phase using 224X224 image size and 

the preprocessed image with Relu as activation function. From this we have achieved 

86%, 87% for training and testing accuracy respectively. This result shows as image size 

increases the performance model do not have more change. However, it takes more 

computational time and memory than the smaller one. The plot diagram shows the 

accuracy and loss result in figure 4.8 and figure 4.9 below. 

 

 

Figure 4. 8Training and validation accuracy using 224x224 and Relu 
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Figure 4 .9Training and validation loss using 224x224 and Relu 

4.6.5. HSDCNet model using 224X224 preprocessed image and Tanh 

In this experiment the model trained at validation phase using 224X224 image size and the 

preprocessed image with Tanh as activation function. From this we have achieved 92.2%, 

89% for training and testing accuracy respectively. This result shows as image size 

increases the performance model do not have more change. However, it takes more 

computational time and memory than the smaller one. Hence, the training accuracy is 

more than testing accuracy overfitting problem also happened. The plot diagram shows the 

accuracy and loss result in figure 4.10 and figure 4.11 below. 

 

 

 

Figure 4 .10Training and validation accuracy using 224x224 and Tanh 
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Figure 4 .11Training and validation loss using 224x224 and Tanh 

4.6.6.  HSDCNet model using 300x300 preprocessed image and Tanh 

In this experiment the model trained at validation phase using 300x300 image size and the 

preprocessed image with Tanh as activation function. From this we have achieved 93.3%, 

89.4% for training and testing accuracy respectively. This result shows as image size 

increases the performance model do not have more change. However, it takes more 

computational time and memory than the smaller one. Hence, the training accuracy is 

more than testing accuracy overfitting problem also happened. The plot diagram shows the 

accuracy and loss result in figure 4.12 and figure 4.13 below. 

 

Figure 4. 12 Training and validation accuracy using 300x300 and Tanh 
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Figure 4 .13Training and validation loss using 300x300and Tanh 

4.6.7.  HSDCNet model using 200x200 image, segmentation and Tanh 

In this experiment the model trained at validation phase using 200x200 image size and the 

preprocessed image with Tanh as activation function. From this we have achieved 95.6%, 

95.6% for training and testing accuracy respectively. It takes averagely 3 hours. This 

result shows as image segmentation plays critical role to increases the performance of 

model .It takes medium computational time and memory than the larger image size and 

AlexNet model. Hence, the training accuracy and testing accuracy are equal there is no 

overfitting and underfitting problem. The plot diagram shows the accuracy and loss result 

in figure 4.14 and figure 4.15 below. 
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Figure 4 .14Training and validation accuracy using integration segmentation method, 

200x200 and Tanh 

 

 

Figure 4 15Training and validation loss using integration segmentation method, 200x200 

and Tanh 

4.7. Model evaluation  

Based on the above training result we evaluate our model using confusion matrix and deep 

learning evaluation techniques. As shown below in Figure 4.16, classification report is 

described based on the confusion matrix result. The evaluation measurements’ are 

Precision, recall, F1-score and accuracy. The overall prediction of the model is measured 

by accuracy.  
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Figure 4 .16 Training Progress of HSDCNet 

 

Figure 4 .17Confusion matrix result and classification report of HSDCNet 
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The performance of the model will be poor either by overfitting or underfitting the data. 

The training of the model is plotted to see possibility of overfitting and underfitting in the 

model.  Overfitting happens when a model learns the detail and noise in the training data 

to the extent that it negatively impacts the performance of the model on new data. When 

the training accuracy is above the test accuracy it means the model is overfitting. Our 

model is not overfitting as shown in the Figure 4.14 there is no significant difference 

between the value of training and test accuracy. 

Underfitting refers to a model that can neither model the training data nor generalize to 

new data. When validation loss is below the training loss the model is underfitting. As 

shown in the figure 4.15 our model is not underfitting.   

The model achieves 95.6% accuracy in 50 epochs. Continuing the training above 50 

epochs, the model try to learn the data and the noise and the performance is not changing 

but overfitting happen.   

4.8. Comparison with deep neural network architecture 

Comparison is done with deep neural networks using the same dataset and parameter with 

architectural difference in the model. As we described in the literature section 2.7, there 

are difference types of deep neural network models such as AlexNet, ResNet, VGG16, 

VGG19, and GoogleNet. From these models we select AlexNet to evaluate with our 

model. The reason select this model is related to hardware dependency, since, this 

architecture run on the CPU and it has less number of layers than the rest CNN models.   

 The AlexNet architecture consists of five convolutional layers, some of which are 

followed by maximum pooling layers and then three fully-connected layers and finally a 

1000-way softmax classifier. 

First Layer: The input for AlexNet is a 224x224x3 RGB image which passes through the 

first convolutional layer with 96 feature maps or filters having size 11×11 and a stride of 

4.The image dimensions changes to 55x55x96. Then the AlexNet applies maximum 

pooling layer or sub-sampling layer with a filter size 3×3 and a stride of two. The resulting 

image dimensions will be reduced to 27x27x96. 
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Second Layer: Next, there is a second convolutional layer with 256 feature maps having 

size 5×5 and a stride of 1. Then there is again a maximum pooling layer with filter size 

3×3 and a stride of 2. This layer is same as the second layer except it has 256 feature maps 

so the output will be reduced to 13x13x256. 

Third, Fourth and Fifth Layers 

The third, fourth and fifth layers are convolutional layers with filter size 3×3 and a stride 

of one. The first two used 384 feature maps where the third used 256 filters. 

The three convolutional layers are followed by a maximum pooling layer with filter size 

3×3, a stride of 2 and have 256 feature maps. 

Sixth Layer 

The convolutional layer output is flatten through a fully connected layer with 9216 feature 

maps each of size 1×1.  

Seventh and Eighth Layers 

Next is again two fully connected layers with 4096 units.  

Output Layer: 

Finally, there is a Softmax output layer ŷ with 1000 possible value 

4.8.1. Alex net implementation result  

The performance of Alex net model is trained using tanh activation function the model 

achieves 84% training accuracy at 50 epochs and 86 testing accuracy. As shown in the 

figure 4.18 the training and validation accuracy, training and validation loss is plotted. It 

takes a lot computational time than HSDCNet averagely more than 5 hours .From the 

result since the validation loss is lower than the training loss, underfitting problem is 

happen. Hence the proposed HSDCNet model performs better than AlexNet model.       
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Figure 4 .18Alex net Training, validation accuracy and training and validation Loss 

We evaluate AlexNet model using similar parameters as evaluation of our model 

HSDCNet. These are Recall, F1 Score, Accuracy, and Precision based on the confusion 

matrix result. As described below in figure 4.20 the accuracy in the confusion matrix is 

lower than HSDCNet model. The training progress of AlexNet is described in figure 4.19. 
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Figure 4 .19 Training progress of Alex Net Model 

 

Figure 4 .20 Confusion matrix result and classification report of AlexNet Model 
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4.9. Summarizing evaluation Results  

The overall evaluation result of Human Skin Disease Classification Network (HSDCNet) 

and the comparison result with AlexNet using Different image 

size(200x200,224x224,300x300), activation function(Relu,Tanh), original image, 

preprocessed image, and the integration segmentation techniques are summarized in the 

table 4.8 below. 

Table 4. 3 Summarizing training model result 

Dataset  Image 

size  

Activati

on 

function  

Training 

Accuracy  

Testing 

Accuracy 

Training Time  

Original dataset  200x200 Relu 53% 54% 4hr &25minutes 

Original dataset 200x200 Tanh 60% 58% 4hr &32minutes 

Processed @Train_P  200x200 Relu 80% 75% 4hr&5minutes 

Processed@Val_P 200x200 Relu 88% 87% 3hr&40 minutes 

Processed@Val_P 200x200 Tanh 89% 89.4% 3hr&46 minutes 

Processed@Val_P 224x224 Relu 86% 87% 4hr&40minutes 

Processed@Val_P 224x224 Tanh 92.2% 89% 4hrs&45minutes 

Processed@Val_P 300x300 Tanh 93.3% 89.4% 5hr&5 minutes 

Threshold & region-

based@Val_P 

200x200 Tanh 95.6% 95.6% 3hr&10 minutes 

AlexNet 224x224 Tanh 84% 86% 5hr&7 minutes 
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4.10. Discussion 

As discussed in the section 4.5 the model trained more than 5 times by taking different 

parameters. In the section 4.9, the evaluation results are summarized. Firstly the model 

trained using the original data and Relu as activation function, result achieved 53% 

training accuracy and 54% testing accuracy. Secondly Relu replaced by the Tanh, from 

this 60%, 58% is training and testing accuracy respectively. From the third experiment, we 

used preprocessed 200x200 image and we achieved 88%, 89% for training accuracy using 

Relu and Tanh activation function respectively, which is better accuracy than the original 

data set result. The accuracy becomes 86% and 87% training and validation accuracy 

using relu activation function and preprocessed 224x224 image size. Using the 

preprocessed 224x224 image size and Tanh activation function, we have got 92.1% 

training and 89% validation accuracy. Using preprocessed image, 300x300 image size and 

Tanh activation function we have got 93.3% of training accuracy. From this result Tanh 

activation function increase the training and validation accuracy than Relu activation 

function. However, as we compare different image size, the training time increase since as 

image size become larger the no of pixels becomes high and the trained parameters also 

more than the smallest one, which is the factor to increase the training time. Finally based 

on the above result we choose the smallest image size 200x200 and Tanh activation 

function. By applying integration of threshold and region based segmentation techniques 

the accuracy becomes 95.6%, which is the better result than the other experiment result. 

The comparison result of AlexNet model is 84% training and 86% testing accuracy. 

Hence, our model HSDCNet achieves better result than the state of the art AlexNet model. 
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4.11. Summery 

In this chapter, the total dataset and number of image in each class is described. 

Implementation tools used to create the system, the evaluation result of our model and 

comparison with CNN architecture AlexNet is described in detail. The challenge in the 

experiments is overfitting and underfitting in the training and validation loss or accuracy. 

Ours model, HSDCNet achieves higher classification accuracy than AlexNet. It was also 

trained faster and weighs less as compared to the AlexNet model. There is no underfitting 

and overfitting problem the validation and training accuracy is almost the same.   
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CHAPTER FIVE: CONCLUSIONS AND RECOMMENDATIONS 

5.1. Conclusions 

Many works are done so far in the area of Diagnosing, detection and classification of skin 

diseases. In this thesis, we developed a method to detect and classify human skin diseases 

common in developing countries like Ethiopia using machine learning algorithms. These 

are tinea corpories, tinea pedies, and tinea capitis. The datasets collected from patients at 

Bahir Dar Tibebe Giyon specialized Hospital and Bahir Dar Felege Hiywet General 

specialized Hospital using camera. In this work we described an algorithm for skin disease 

detection and classification. We used a deep learning approach Convolutional Neural 

Network for feature extraction and Support Vector machine for classification. 

The classifier is separately trained using original, preprocessed data with Relu and Tanh 

activation function and using different image size. In the first experiment, the model 

trained using original 200x200 images with relu and tanh activation function separately   . 

Secondly using the preprocessed data, 200x200 image size and relu activation tanh 

activation function. Thirdly using 224x224 image size, preprocessed data and tanh and 

Relu activation function separately. Using 300x300 image size, preprocessed data and 

tanh activation function, we have got 93.3% training accuracy , which is better result 

however, it takes much amount of training time than the smallest one(200x200). Using the 

integration segmentation techniques we have got 95.6%. From the result achieved, we can 

conclude that use Tanh perform better than relu in our dataset. Integration segmentation 

techniques perform better result than using single segmentation techniques. 

Finally, we compare AlexNet model with our proposed model. From the comparison we 

have got 84% training accuracy. Based on this result our model, HSDCNet is better than 

this AlexNet model. This is because of the number of dataset we used is small. However 

AlexNet uses more number of parameters so over fitting or underfitting problem 

happened. Since the validation loss below training loss underfitting problem happened. 
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5.2. Recommendation  

There is still gap from this proposed work. The proposed work can be further extended to 

improve the performance. Therefore, the following are some notable future work 

recommendations observed while implementing this research work:  

➢  In this work the amount of dataset used are not much. It is better to increase dataset 

since Deep learning needs a huge amount of data  

➢ Use other segmentation techniques to increase the performance of proposed 

method. Since image segmentation has a major role for the performance of 

classification.  

➢ In this work only 3 classes are considered, it is better increase number of class to 

identify normal skin from all common skin disease type. 

➢ Apply Gabor filter for texture feature extraction 

➢ Compare the model with other CNN architecture such as GoogleNet, VGG, and 

ResNet etc. 
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