DSpace Institution

DSpace Repository http://dspace.org
Information Technology thesis
2020

PREDICTING MATERNAL MORTALITY
IN AMHARA REGION USING DATA
MINING TECHNIQUES

Kindie, Abinet

http://hdl.handle.net/123456789/11278
Downloaded from DSpace Repository, DSpace Institution's institutional repository



S e

HSeE A8 Tl LA
Wischom AL the Source of the Biue Nbe

BAHIR DAR UNIVERSITY
BAHIR DAR INSTITUTE OF TECHNOLOGY
SCHOOL OF RESEARCH AND POSTGRADUATE STUDIES
COMPUTING FACULTY

PREDICTING MATERNAL MORTALITY IN AMHARA REGION
USING DATA MINING TECHNIQUES

By
Abinet Kindie

July 2020/
Bahir Dar, Ethiopia



PREDICTING MATERNAL MORTALITY IN AMHARA REGION USING DATA MINING
TECHNIQUES

By
Abinet Kindie
“A thesis submitted to Bahir Dar Institute of Technology in partial fulfilment of the requirements

for the degree of Masters of Science in Information Technology in the computing faculty.”

Advisor: Abebe Tesfahun (PhD)

July 2020/ Bahir Dar, Ethiopia



Declaration

I declare that this thesis is my original work and that has not been presented for a
degree from any other university and [ have acknowledged all the materials used in

this work.

Name of the student: f“g? no+t kfﬂd [‘L

Signature:

Date of submission: é/Z‘f {20‘2’3

Place: Bahir Dar

This thesis has been submitted for examination with my approval as a university
advisor.
Advisor Name: Abebe Tesfahun (PhD)

Advisor’s Signature; A’ikj :
: y .

ii



Bahir Dar University
Bahir Dar Institute of Technology
School of Research and Graduate Studies

Faculty of computing

THESIS APPROVAL SHEET
Student:
Abinet kindse A_éj 7/3 (Zezo
Name Signature Date

-~ The following graduate faculty members certify that this student has successfully presented the necessary
written final thesis and oral presentation for partial fulfillment of the thesis requirements for the Degree of

Master of Science ininformation technology.

Approved by:

Advisor:
Abebe Tesfahun(PhD) iy 7/30/2020
Name I Signature Date

External Examiner:

Adane Letta (PhD) A 7/30/2020
Name Signature Date
Internal Examiner: ;
) . /
— R (Dr o B P /32000
Name Sigihature { Date
Chair Holder: (‘ )
n Dia. f)) {32022
N 4 / S
Name Signature Date

Faculty Dean:
ﬁE@L@J‘Q 'gr\ﬂ Lo

Name Signatur

7/51/2020

Date




©2020
Abinet Kindie Wondim
All RIGHTS RESERVED

iv



Dedication

This research work is dedicated to my beloved family for their encouragement and support.



Acknowledgement

Foremost, I would like to thank God he made all things possible. It is a great pleasure for me to
express my heartful gratitude to my advisor Dr. Abebe Tesfahun who gave me constructive ideas
on my research. Thank you so much for guiding me in a proper direction to achieve the objectives

of this research.

I would like to express heartful thanks to Mr. Birhanu Haile and Mr. Alemu Kumilachew, for

their constructive comments for this research work.

My Grateful thanks to the Debre Markos referral hospital, Felege Hiwot referral hospital, and

Addis Alem Hospital staff members who help me during data collection process.

I would like to extend my thanks to Bahir Dar University for sponsoring this thesis research.

My special thanks go to my beloved family for their support and encouragement. Especially, to

my sister Yeshiharge Kindie who has always encouraging me for higher success. “Thank you”.

There are many individuals that have really contributed directly or indirectly for the
successful accomplishment of this research, and all of them deserve special appreciation and

acknowledgement for being with me in all those challenging times of the study.

vi



Abstract

Maternal mortality is the death of pregnant women due to complications arising during the period
of pregnancy and after delivery. Predicting maternal mortality and identifying the major
determinants for maternal mortality are important for decision making during treatment and
follow-up. Therefore, this research is aimed to apply data mining techniques to build a model
that can assist in predicting maternal mortality. The data is taken from Debre Markos Referral
Hospital, Felege Hiwot Specialized Referral Hospital, and Addis Alem Hospital located in
Ambhara regional state. The six-step hybrid knowledge discovery method is employed as a
framework for the activities done in this study. Dataset pre-processing was applied for missing
value handling, noise removal, and data transformation. In this study, RStudio data mining tool
and classification-based data mining techniques such as decision tree, naive Bayes, and Support
vector machine were employed to build the predictive model. The performances of the models
were evaluated using sensitivity, specificity, precision, recall, and Accuracy. 10-fold cross-
validation and percentage split were adopted as the test option to check the performance of each
classifier. Experimental results show that the most effective model to predict the status of
maternal outcome and determinant factors of maternal death appears to be the Pruned J48
decision tree model with a classification accuracy of 97.56%, precision 96.83%, sensitivity
99.29%, specificity 94.78%, and recall 99.29%. The extracted rules from the selected models
show that the maternal condition, Age, and obstetric complications were the major determinant
factors of maternal mortality. Postpartum Haemorrhage (PPH), Eclampsia, and Antepartum
Haemorrhage APH) were the major complications that have a high impact on maternal mortality.
The outcome of the study can be used as an assistant tool for physicians to make a more
consistent diagnosis of factors that causes maternal mortality. The possibility of integrating the
results of this study with a knowledge-based system should be discovered so that domain experts

can access the system in their problem solving and decision-making tasks.

Key words: maternal mortality, data mining, predictive modeling, determinant factor
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CHAPTER ONE

1. Introduction

1.1. Background of the Study

Identifying the leading causes of death of the mother is the most serious issue in the
planning of health care interventions (Mehta and Bhatt 2016). Antenatal and postnatal
cares are the most effective health interventions to prevent maternal morbidity and

mortality in the place where the general health status of the women is poor (Sahle 2016).

Maternal mortality is a death of a mother while pregnant or within forty-two days after
the termination of pregnancy, irrespective of the duration of the pregnancy from any
difficulties related to pregnancy or its management (Boerma n.d.; Gebremedhin 2018;
Hill and Carolina 2001). World health statistics reflected that the burden of maternal
mortality due to complications during pregnancy and child—birth is higher in
developing countries as compared to developed ones. Globally, each year 500,000
mothers die from complications of pregnancy and childbirth. These high rates of
maternal mortality during pregnancy and child birth need a great attention, especially

in developing countries (Banjari et al. 2015).

Ethiopia is one of the developing countries in sub-Saharan Africa with a high maternal
mortality ratio. In Ethiopia, pregnancy and childbirth related complications are a
frightening issue and potentially fatal experience for thousands of women of the
reproductive age. Maternal mortality is also high in the Amhara region next to Somalia
and Afar regions. According to the Ethiopian Demographic and health survey (EDHS),
the maternal mortality ratio was estimated as 676 per 100,000 live births and infant
mortality 77 per 1,000 live births (Boerma n.d.). The EDHS report showed that maternal
death represents 36% of all deaths among women of reproductive age groups (age 15-

49). Which is among the highest in the (Kvéle, Olsen, and Hinderaker 2015).

The healthcare sector is one of the most information-intensive sectors. It can keep
medical data at a growing rate daily. The ability to use these data to extract useful
information for providing quality healthcare service is a crucial issue. As data volume
grows dramatically, data analysis based on manual and statistical methods is becoming

inefficient and impractical in many domains, including healthcare sectors.



New techniques and methods are required to discover and analyze new patterns or
relationships hidden in large databases (Fayyad et al.1996). Data mining is an
automated tools that can intelligently assist in transforming the vast amount of clinical
data into useful information (Durairaj and Ranjani 2013). Data mining technique the
health professionals, decision-makers, and planners to formulate better strategies and
policies that have a significant role in reducing and controlling maternal mortalities

(Rani and Govrdhan 2010).

Data mining has tremendous use in the health sector. Healthcare organizations are
applying data mining technologies to control costs and improve efficiency. In medical
and healthcare areas, massive amounts of data about patients, hospital resources,
disease diagnosis are stored (Durairaj and Ranjani 2013; Pushpan and N 2017) are
stored. Accordingly, data mining provides a methodology to transform this massive
data into useful information for decision making and problem-solving (Mehta and Bhatt
2016). Data mining improves decision making by giving insight into what is happening

today and predict what will happen tomorrow.

Thus, data mining is the best approach to extract relevant knowledge for any

organization that performs health related activities.
1.2. Statement of The Problem

Improving the health of women is an indication of a strong community. The latest
statistics of WHO and UNICEF show that globally, every day nearly 830 women die
from pregnancy and child birth related complications. About 99% of these deaths occur

in developing countries (Kvale et al. 2015).

Improving child and maternal health status is one of the Sustainable Development
Goals (SDGs) (Press 2017). The SDGs in 2000 set the target to reduce maternal
mortality by 75% for world health organization member countries. However, Ethiopia
is below the target of SDGs related to maternal mortality rate. Even there was a minimal
but insignificant change of maternal death over the last 20 years. Maternal mortality is

still high in Ethiopia (Kvaéle et al. 2015).

In Ethiopia, the culture of pregnancy follow-up is still very limited. As a result, maternal

death due to pregnancy complications is very high. These complications can be direct
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obstetric causes or complications and the pre-existing indirect causes such as malaria,

HIV/AIDS, anemia, and malnutrition (Mehta and Bhatt 2016).

The underlying research problem that initiates this research issue, to apply data mining
techniques using the collected data at hospitals, is the existence of high maternal
mortality in Amhara region due to complications during pregnancy and child-birth.
Moreover, lack of knowledge model, at the regional-level, that supports health care
professionals, planners, and policymakers, to predict maternal mortality and its
determinant factors, for maternal mortality reduction is the pushing factor to conduct

this research.

Different researches are conducted on the health sector related to maternal mortality.
However, previous studies (Berhan and Berhan 2014), (Mekonnen et al. 2016) focused
on the identification of determinant factors using statistical methods. This shows there
is still a gap using application of data mining techniques for identifying determinant
factors of maternal mortality. To fill this gap, this study aims to construct a predictive
model for maternal mortality by extracting interesting patterns and knowledge using
the data available at the hospitals, particularly the maternal obstetric dataset. To this
end, the study attempts to answer the following research questions.

What are the major determinant risk factors to be mined using data mining techniques
that contribute to the patterns of maternal mortality?

Which data mining algorithms are more appropriate to construct maternal mortality

predictive models?

1.3. Objectives of the Study

1.3.1. General Objective

The general objective of the study is to develop a predictive model using data mining

techniques that can predict patterns and determinants of maternal mortality in Ethiopia.



1.3.2. Specific Objective
To achieve the general objective, the research has the following specific objectives.

» To identify the major determinant risk factors using data mining techniques that
cause for maternal mortality.
» To develop a predictive model for maternal mortality prediction using the clinical

dataset.
1.4. Scope and Limitation of the Study

The scope of the study is limited to using data mining techniques to develop a predictive
model that is capable of predicting maternal mortality and identify the major
determinants of maternal death in Ethiopia using the data taken from Debre Markos
referral hospital, Felege Hiwot Specialized referral hospital and Addis Alem hospital

which are located in Amhara region.

In this study, classification techniques are used to construct the predictive model that
enables to predict maternal mortality patterns. The key attributes used for the selected
problem domain are the age of the mother, obstetric complications, mode of delivery,
maternal condition, HIV test result and maternal status. The major limitation of this
research is, for the developed model an operational prototype is not developed due to

time constraints.

1.5.  Significance of the Study

The main significance of the study is analyzing the existed dataset and development of
the prediction model. This helps physicians, health policymakers, stakeholders, health
institution managers (private and public) to be aware of the problems associated with
maternal death during pregnancy and they can take corrective measures in controlling
the problems associated with maternal health. The study also contributes to identify the
determinant parameters from the dataset for effective follow-up and treatment activities
in the future and will serve as a base for conducting further investigation in the area of
the problem domain. The research result, can be a significant input for health care
sectors to provide quality and essential health care services for mothers in the

community and health facilities. In general, the society, government, physicians,



policymakers, researcher, domain experts, and hospitals will get benefit from the

research result.
1.6. Methodology of the Study

To achieve the objectives of the study and answer the research question the following

research methods are used.

1.6.1. Research Design

In this study, design science research framework which is the problem-solving model
has its roots in business was adopted for understanding, executing and evaluating this
research and this study, follows a six-step hybrid knowledge discovery process (KDP)
model (Cios and Kurgan n.d.). The hybrid process model has been chosen since it
combines the best features of both the KDD and CRISP-DM (Cross Industry Standard
Process) process model. This process model offers more detailed feedback
mechanisms, a more general and research-oriented descriptions of the steps (Han and

Kamber 2006).

The hybrid process model contains six steps. The initial step is understanding the
problem domain. This step defines the problem and learning about the current solution
to the problem. Discussion with domain experts and reviewing different kinds of
literature that focus on data mining applications and techniques in health care were used
as supporting sources. The second step is data understanding, understand the general
property of the data (data incompleteness, redundancy, missing value, and noise in data
are observed), selection of sample data from the dataset and discussion with domain
experts to have general understanding of the data are some activities of this step.
Finally, this phase verifies the usefulness of the data with respect to the data mining
goals. The next step is data preparation, in data preparation phase data cleaning (such
as filling missing values, detecting outliers), data formatting, data transformation was
done. In the data mining step, appropriate data mining algorithms were selected and run
on the prepared data. Data mining algorithms and techniques were experimented to

create predictive models using J48, naive Bayes, and Support vector machine (SVM).

In evaluation of the discovered knowledge step, using performance evaluation methods,
the developed model was evaluated to interpret the knowledge patterns properly. These

methods are sensitivity, specificity, accuracy, recall, precision, and 10-folds cross-
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validation and percentage split for test option was used to measure the performance of
the model. 30% of the dataset were selected on random set selection from the initial
raw data to evaluate the accuracy of the developed predictive model. Checking whether
the discovered knowledge novel, interesting, and interpretation of the results by domain

experts (Rani and Govrdhan 2010) .

1.6.2. Literature Review

In order to have a deep understanding on the problem of this study, it is vital to review
different literatures that have been conducted in the field so far. For this reason, related
literature such as books, journals, and articles that focus on data mining techniques in
health care are consulted to understand the domain knowledge, concepts, and methods

that are important for developing the predictive model.

1.6.3. Data Collection Technique

In this study, the required data are acquired from documented sources. These
documented sources of data are acquired from the maternal delivery register books and

medical journal articles using document analysis technique.

1.6.4. Implementation Tool

RStudio programming language is used to develop the predictive model. The researcher
selects RStudio because of the following features: programming and statistical
language, has in-built functions for data analysis, support more than 8000 packages,
simple and easy to learn, R is also rich in statistical functions which are indispensable

for data mining (Sahle 2016).
1.7. Organization of the Thesis

This thesis is organized into six chapters. The first chapter deals with the general
overview of the study, including the background of the study, statement of the problem,
objectives, scope, and contribution of the research. The second chapter presents the
reviewed literatures, which briefly discusses data mining applications in healthcare

industries and data mining techniques to be used in the study domain.

The third chapter mainly focuses on the overall research methodology; how the

research conducted, tools, algorithms used to develop the models. The fourth chapter



deals with data understanding and data pre-processing. Chapter four also discusses
about predictive model developments and performance measures of the developed
models, and presents the analysis of the result. The last chapter focused on making

conclusions and recommendations to show further research directions.



CHAPTER TWO
2. Literature Review

2.1.Overview of Data Mining

This chapter presents a review of related literatures on data mining. This includes what
data mining is, data mining process models, and a variety of data mining tasks in the

healthcare sector.

2.1.1. Data Mining

Enormous amounts of data across a variety of fields are collected and stored to generate
new information. The fast-growing, massive databases, beyond the human ability for
comprehension without powerful tools. This abundance of data needs to couple with
powerful data analysis tools for making scientific discoveries and uncover valuable

hidden patterns (Parali and Bednar n.d.).

Data mining is one of a computational tool that assists humans in extracting useful
information (knowledge) from the rapidly growing volumes of digital data. Commonly,
in the health sector, important decisions are made based on the physician’s intuition,
not on the information-rich data stored in databases. The main reason behind this is the
decision-maker does not have the tools to extract the valuable knowledge embedded in
the vast amounts of data. This is further due to the lack of researches in data mining to
mine the hidden patterns through the collected data (Priyadharsini and Thanamani

2014).

Data mining is a computerized method for extracting previously unknown, valid, and
actionable information from a large volume of database and enables the organization to
predict future trends and behaviors (Fayyad, Piatetsky-shapiro, and Smyth 1996; Han
and Kamber 2006). Data mining is a way of searching, analyzing, and scrutinizing a
huge amount of data, to discover predictive and descriptive patterns, relationships, and

any significant statistical correlations (Luan n.d.; Pushpan and N 2017).

(Priyadharsini and Thanamani 2014) data mining helps organizations to make proactive
learning-driven decisions and solve the problems that were traditionally consuming too
much time and other resources. Different techniques and algorithms are used to

accomplish the tasks of data mining. The figure below shows the connection of data



mining with statistics, Machine learning, Artificial Intelligence, database, and others

(Thorat and Kute 2014).
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Figure 2.1: Data Mining Architecture with Other interdisciplinary Fields (Han and
Kamber 2006)

2.2.Data Mining Process Models

There are different types of data mining process model standards that are used in many
research domains. Mostly there are four types of data mining process models which,
are widely used by the researchers to discover patterns and information from huge
datasets. These are Knowledge discovery in databases (KDD), Cross-Industry Standard
Process for data mining (CRISP-DM), SEMMA (sample, explore, modify, model, and
access) and Hybrid process modes. In this research, the researcher applies a hybrid
process model. Which, combines the features of both KDD and CRISP-DM (Luan n.d.;
Pushpan and N 2017) (Cios and Kurgan n.d.).



2.2.1. Knowledge Discovery in Database (KDD)

Different scholars deal about data mining and the different phases or steps of the KDD
Process. KDD is a multidisciplinary activity to understand, analyses, and extract useful
information from a large quantity of data (Fayyad et al.1996). It aimed to give attention
that knowledge is the end product of data-driven discovery and it is popular in the

artificial intelligence and machine-learning fields.

According to (Priyadharsini and Thanamani 2014) Knowledge Discovery in Database
is the automatic extraction of implicit, previously unknown, and useful knowledge from
a large volume of data. The KDD processes are interactive and iterative which
incorporates many steps with several decisions made by the user (Za, Pole, and Science
1999). the main tasks of knowledge discovery are to extract specific information from

previously existing databases and convert it into understandable patterns.

KDD contains a list of iterative and sequential steps as shown in Figure 2.2. The first
step is understanding the application domain, which is the initial step in the data mining
process. The data mining task starts by clearly understanding the problem domain with
relevant prior knowledge. The next step is selecting and creating a target dataset, or
focusing on a subset of variables or data samples, on which discovery is to be
performed. Next, data cleaning and pre-processing is done on the data such as handling
missing values and removal of outliers to obtain consistent data. Then the
transformation of the data using dimensionality reduction (feature selection) or attribute
transformation (discretization) methods are applied to the pre-processed sample
datasets. This step is critical for the success of the entire KDD process. In the next step,
the pre-processed and transformed data is changed to meaningful knowledge by
applying appropriate data mining techniques such as classification, clustering and
regression, and data mining algorithms such as Naive Bayes, Decision tree, and SVM.
Finally, the discovered knowledge based on the mined patterns such as rules,
classifications, and predictions is evaluated. Then apply the discovered knowledge to
incorporate with another system for further action. The following figure shows the

overall processes of KDD.
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Figure 2.2: The KDD process (Fayyad et al.1996)

2.2.2. The CRISP-DM Process

CRISP-DM is a process model for developing general DM and KD projects (Wirth
n.d.). The CRISP-DM organizes the data mining process into six phases (i.e. the
Business understanding, data understanding, data preparation, modeling, evaluation,
and deployment). Each phase helps the organizations to understand the data mining

processes.

CRISP-DM is a vendor-independent which means it can be used with any data mining
tool and applied to solve any DM problems. To deal with common needs and issues, a
group of organizations proposed a reference guide, CRISP-DM (Cross Industry

Standard Process for data mining), to develop data mining projects.

The CRISP-DM process model for data mining provides an overview of the life cycle
of a data mining project. As depicted in Figure 2.3, the CRISP-DM process model
begins with Business Understanding. This phase focuses on the understanding of the
domain area from the business point of view. After assessing the current situation, the
next task involves converting the business problem into a data mining problem. and
then developing a preliminary plan designed to achieve the research objectives. The

next phase is Data Understanding which, focuses on collecting initial datasets,
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familiarity with the data, describe and explore the data. In this phase, greater emphasis
is given for quality and initial understanding of the data. The third step is Data
Preparation. The primary goal of this phase is constructing the final dataset from the
initial raw data to be used by modeling tools. This stage includes operations such as
dimensionality reduction (like feature selection and sampling), data cleaning (like
handling missing values), removal of noise, data transformation (like Discretization of
numerical attributes). In the model-building phase, selection of modeling techniques
and algorithms (such as classification, regression, clustering, and summarization),
construction of models, and generation of test designs are going to be applied. During
the evaluation phase, the performance and effectiveness of the models created in the
previous phase are going to be assessed based on particular metrics. Besides this,
performance measurement and analysis are made on the models constructed concerning

the goal of the business (Pushpan and N 2017).

Deployment phase, Although The purpose of the model is to increase knowledge gained
from the data, and the knowledge gained need to be organized and presented in a way
that the user can understand and use it. The following figure shows the CRISP-DM

Process.

[T] =]
Business Data

Undearstanding Undearstanding

\\ [=

Data
Preparation

1V =

hodel
Buildirg

'.-___—-..'

=]

Deploymeant

Testing and
Evaluation

Figure 2.3: The general architecture of CRISP-DM (Wirth, n.d.)
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2.2.3. SEMMA Process Model

SEMMA is a methodology and approach produced by the SAS institute. The acronym

SEMMA-stands for Sample, Explore, Modify, Model, and Assess refers to the core

process of conducting a data mining project. Beginning with a statistically

representative sample of data, users can apply exploratory statistical and visualization

techniques, select and transform the most momentous predictive variables, model the

variables to predict outcomes, and check the model’s accuracy (Wirth, n.d.) (Za et al.

1999). The SEMMA model divides the data mining into five stages for the process.

>

Sample: The first step involves sampling the data by extracting a portion of a
large quantity of dataset big enough to contain the important information, yet
small enough to manipulate quickly.

Explore: This phase involves the exploration of the data by searching
speculatively for unforeseen trends and anomalies in order to gain
understanding and ideas.

Modify: This phase comprises modification of the data by creating, selecting,
and transforming the variables to give emphasis on the model selection process.
Model: This stage involves modeling the data by allowing the software to
search automatically for a variable combination that reliably predicts a desired
outcome.

Assess: This stage involves the assessment of the data by evaluating the

usefulness and reliability of the results gained from the data mining process.
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Figure 2.4: SEMMA Process Model (Wirth, n.d.)

2.2.4. Hybrid Model

The hybrid model was followed as a framework to guide the overall activities
performed in this study. The development of both the academic model and the industrial
model has led to the growth of the hybrid model. It is the combination of aspects of
both KDD and CRISP-DM process models. This process model has six basic steps to
achieve the overall goals of the data mining process (Cios and Kurgan n.d.). These are
Understanding of the problem domain, understanding of the data, preparing the data,
data mining, evaluating the discovered knowledge, and finally deploy or use the
discovered knowledge for real application in the domain area. The following are
descriptions of the six steps of the hybrid process model.

Understanding of the problem domain: In this step one can communicate and closely
works with the domain experts to define the problem, review books, documents,
magazines, journals, conference papers and others that mainly focuses on data mining
techniques and applications in the healthcare domain.it also involves identifying the
key participants of the study, determine the research goal, setting solutions to the
problem.

Understanding of the data: This step involves collecting the sample data,
understanding the data source, and its description. Listing of attributes, checking for

completeness, redundancy, missing values, dimensionality reduction, discretization of
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numerically continuous attributes to nominal, evaluating the essences of attributes to
the research objective is also a major activity undertaken in this step. Finally, data
verification is performed based on the usefulness of the data concerning the data mining
goals.

Preparation of the data: This is the key step in the data mining process on which the
success of the entire knowledge discovery process depends. It usually consumes half of
the entire research effort. In this stage, all necessary activities important for data mining
are completed. It involves identification of data mining techniques and algorithms, pre-
processing the sample data for mining activities, and selecting appropriate data mining
tools. Data pre-processing includes data cleaning like checking completeness of the
records, removing or correcting for noise or outliers, handling missing values. The
cleaned data were further processed by feature selection (reduce its dimensionality),
and drive new attributes by discretization. Due to the nature of the datasets
classification data mining technique was selected to classify the sample dataset using
the algorithms that meets the specific input requirements for the selected DM tools.
Data mining: It is an important research process to know more about the contents of
the data and its analysis purpose. Data mining techniques and algorithms are applied in
this stage to discover potentially useful, interesting patterns and develop the models.
This step involves usage of the planned data mining techniques, tools and selection of
the new ones if needed. The data mining tools include many types of algorithms, pre-
processing techniques. In the conducted research classification technique is used to
develop the model that can solve the specified problems. The training and testing
procedure is designed and the model is constructed using the chosen data mining tools
and the generated data model is verified in the testing step. The researcher used decision
the tree (J48), Bayes (naive Bayes), and SVM classification algorithms and RStudio
model development tools.

Evaluation of the discovered knowledge: This step includes understanding the result,
checking whether the discovered knowledge is novel, interesting, and the impact of the
discovered knowledge, interpretation of the result by domain experts. Only the
approved models were retained. The performance of each model developed in the study
is measured using accuracy, sensitivity, specificity, recall, and precision. 10-fold cross-
validation and percentage split performance evaluation techniques are used to check the

performance of the classifier in classifying the dataset.
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» Using the discovered knowledge: This is the final step; it consists of planning where

and how to use the discovered knowledge and determines the success of the entire

knowledge discovery process and dissemination of the application area in the current

domain to the other domain. The result of the findings in the study would be used by

the apprehensive healthcare interested parties and experts. Therefore, interested domain

experts and researchers can get access to the research results to support the decision-

making process, or use it for further research in the area or any other applicable reasons.
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Tt 3
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Input data: database, text
data, image, video,
structured, semi-structured,
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T 3
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T 1

Data Mining: Applying data mining
techniques and algorithms to develop the
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check the novelty, performance and efficiency
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)
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—>
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Figure 2.5: The Six steps of Hybrid KDP Model (Cios and Kurgan n.d.)
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2.3.Data Mining Models and Tasks

The data mining technique used for modeling purposes is different types depending on
the types and nature of the data to be used for the development of the model. A model
takes a set of inputs and produces an output. Based on the types of data to be used for
analysis and knowledge discovery purposes, data mining models in general, are
classified into two main categories (Durairaj and Ranjani 2013). These are predictive
and descriptive data mining models. Descriptive (unsupervised) data mining models
deal with the general properties of the data in the database, in which there are no known
results to guide the algorithms. It simply identifies the pattern and relationship from the
data. As shown in Figure 2.6, clustering, association and summarization are some tasks

in the descriptive data mining model.

2.3.1. Classification

The two most common predictive modeling tasks are classification and regression. If
the label is discrete values, the task is classification and if the label is a continuous
value, the task is regression. The focus of this thesis is realizing on predictive models
from the knowledge of classification. Classification techniques are the most important
approaches for the development of predictive models on the pre-classified cases. In this
research, experiments were carried out using three classification algorithms to predict
the patterns of maternal mortality in Amhara region based on clinical datasets. These

are Decision Tree, Naive Bayes, and SVM.

Classification is one task of data mining, which contains a set of pre-classified instances
to develop a model that can classify a target variable into one of several predefined
instances (Priyadharsini and Thanamani 2014). The major objectives of classification
techniques are developing an accurate predictive model on the pre-classified target

datasets (Za et al. 1999).

The classification process includes learning the data, develop the model, and
classifying the new data (Pushpan and N 2017). The learning step takes the input as a
training data and it builds a classifier that generates the classification rules. In the
classification step, classifying the new data according to the model developed by the

training datasets and accuracy of the classifier is tested using test data. If the accuracy
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is acceptable, the rules can be applied to new data records. In this study, binary

classification was used, which classifies maternal status into alive and died cases.

Data mining

Predictive  Discriptive

Classification «—— ———» Clustering
Regression ___, Summerization
Time series analysis +— Association rules
Prediction +— L, Sequence Discovery

Figure 2.6: Data mining Models and tasks (Fayyad et al., 1996
2.4. Application of Data Mining Techniques

The field of data mining has been growing rapidly due to its attainments, scientific
progress, and broad applicability in various domains (Like education, fraud detection,

retail, telecommunication) (Ramageri n.d.).

Education: (Cheng 2017) Suggested that as a multidisciplinary field, data mining is
very popular in the education sectors. It gives special attention to analyze educational
related data to develop models for improving learners learning experience, enhancing

institutional effectiveness, and examining students learning performance.

Retail: Data Mining has its great role in retail industry to identify buying patterns from
customers, find associations among customer demographic characteristics, and predict
response to mailing campaigns and market basket analysis that lead to improved quality
of customer service and good customer retention and satisfaction (Silwattananusarn and

Kulthidatuamsuk 2012).

Telecommunication: Data mining in the telecommunication industry helps in
identifying the telecommunication patterns, catch fraudulent activities, make better use

of the resource, multidimensional association and sequential patterns analysis, mobile
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telecommunication services, use of visualization tools in telecommunication data

analysis and improve quality of service (Keles 2017).

2.4.1. Application of Data Mining in Healthcare

The healthcare sector is a complex area in which voluminous and heterogeneous
information is generated and collected in a daily basis (Durairaj and Ranjani 2013). An
enormous part of this information is found in paper-work. However, making available
this information in electronic form and converting it into useful knowledge is not easy
work. It needs an expert analysis of their medical data which is time-consuming and
tedious for human analysts. The ability to use data in a database to extract useful and
meaningful information for quality healthcare service is a key success of healthcare

institutions (El-hasnony, Bakry, and Saleh n.d.).

Healthcare institutions have data that contains large quantities of information about the
patients, medical conditions, and the parties involved in the institution (Pradhan 2014).
The size and complexity of such data are getting higher and higher. Due to this, the
healthcare sectors need large storage space and intelligent technologies to retrieve
meaningful information from the complex and dirty dataset collections (El-hasnony et
al. n.d.). Using traditional methods for extracting meaningful information from the
complex datasets is impossible. However, improvements in the fields of statistics,
mathematics, machine learning, and data mining allows the extraction of meaningful

patterns from large datasets.

Healthcare data mining offers numerous opportunities to explore hidden patterns from
healthcare huge datasets (Keles 2017). These patterns, hidden from these huge datasets
of the health sector, provide new medical knowledge. These new medical bits of
knowledge are useful for physicians to diagnosis diseases, prognoses treatments and
outbreak predictions, estimate the resource use and patient numbers in hospitals,
predicting length of stay of patients in hospitals, designing plans for effective
information management systems. It is also applicable for classifying the patient data
according to factors such as age, gender, race, treatment, to determine the high-risk

factors in surgeries (Milovic & Milovic, 2012) (Pradhan, 2014.

Generally, data mining in health sectors serves as a decision support system to ease the

life of the physicians. Figure 2.7 showed the overall cycle of data mining in healthcare.
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Figure 2.7: Process of data mining in healthcare (Thorat & Kute, 2014)
2.5.Related works

To have a deep understanding of the problem domain, it is vital to review several
relevant literatures such as books, journal articles, proceeding papers, and other sources
from the internet that are related to the study area and data mining tools and techniques.
Some of the related works that have been conducted on maternal mortality and its risk

factors, the application of data mining in the health care sector are presented below.

(Mekonnen et al. 2016) conducted research on the causes of maternal mortality in
Ethiopia between the period 1990 and 2016 and the objective of this review was to
document the causes of maternal deaths and risk factors contributing to deaths
aggravated by pregnancy and its management in Ethiopia over the period 1990 to 2016.
The methodology used was a systematic review with meta-analysis on the causes of
maternal death that were published in scientific journals and grey literature, including
the compendium of abstracts presented in the series of annual conferences of the
Ethiopian Public Health Association. He reviewed a total of 146 articles (134 from
online sources and 12 hard copies) that were identified based on their titles and
abstracts. According to the research the main direct causes of maternal death in Ethiopia
include obstetric complications such as hemorrhage (29.9%; 95% CI: 20.28%-39.56%),
obstructed labor/ruptured uterus (22.34%; 95% CI: 15.26%-29.42%), pregnancy-
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induced hypertension (16.9%; 95% CI:11.2%-22.6%), puerperal sepsis (14.68%; 95%
CI: 10.56%-18.8%), and unsafe abortion (8.6%; 95% CI: 5.0%-12.18%). In recent
years, hemorrhage has been the leading cause of mortality, followed by hypertensive
disorders of pregnancy and sepsis, while the contributions of obstructed labor and
abortion have decreased over the period. The most reported indirect causes of maternal
death were anemia (10.39%; 95% CI: 4.79%-15.98%) and malaria (3.55%; 95% CI:
1.50%-3.30%). Finally, He concluded that the nationwide registration of causes of

maternal death should be strengthened to understand the causes in detail.

(Berhan and Berhan 2014) conducted research on the causes of maternal mortality in
Ethiopia. The methodology used was a systematic review of eighteen health facility-
based maternal mortality studies conducted between 1980 and 2012 in Ethiopia.
Emphasis was given to the proportion of maternal mortality due to direct causes and
their case fatality rates. The findings of the review have shown that the top four causes
of maternal mortality in the year 1980-1999 were abortion related complications (31%),
obstructed labor/uterine rupture (29%), sepsis/infection (21%), and hemorrhage (12%).
however, in the last decade, the top four causes of maternal mortality were obstructed
labor/uterine rupture (36%), hemorrhage (22%), hypertensive disorders of pregnancy
(19%) and sepsis/infection (13%). Finally, the reviewer concluded that abortion and
infection related maternal deaths have declined significantly in the last decade.
Obstructed labor continues to be the major cause of maternal deaths; maternal deaths

due to hypertensive disorders and hemorrhage showed an increasing trend.

(Of et al. 2015) conducted a study on the assessment of maternal death and factors
affecting maternal death surveillance and response system from the period 8 June 2013
to 7 June 2014 and from 8 June 2014 to 9 March 2015. A cross-sectional facility-based
study was conducted in nine health facilities of Dire Dawa. The finding of this study
has shown that a total of 45 maternal deaths, 247 maternal complications, and 8,857
deliveries were recorded during the two study periods. Maternal mortality ratios for the
two periods were 511 and 505 per 100,000 live births in the baseline and
implementation period respectively. The direct obstetric causes were responsible for 41
(91%) of the deaths, of which hemorrhage 27%, hypertension during pregnancy 22%

and obstructed labour 18% are the leading causes.
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(Hailemariam, Meshesha, and Worku 2015) investigated the application of data mining
tools and techniques to develop a model that supports the prediction of adult mortality
in Ethiopia, particularly Butajira rural health program. WEKA Version 3.6.8 data
mining tool was used. The hybrid model that was developed for academic research was
followed. Dataset is preprocessed for missing values, outliers and data transformation.
Decision tree and Naive Bayes algorithms were employed to build the predictive model
by using a sample dataset of 62,869 records of both alive and died adults through three
experiments and six scenarios. In this study as compared to Bayes, the performance of
the J48 pruned decision tree reveals 97.2% of accurate results are possible for
developing classification rules that can be used for prediction. If no education in family
and the person is living in rural highland and lowland, the probability of experiencing
adult death is 98.4% and 97.4% respectively with concomitant attributes in the rule
generated. The likely chance of adults surviving in completed primary school,
completed secondary school, and further education is (98.9%, 99%, 100%)

respectively.

(Sahle 2016) conducted the study on Ethiopic maternal care by predicting the key
factors that affect postnatal care visit in Ethiopia through data mining techniques. In
this study, the researcher used the WEKA tool to build a decision tree (using the J48
algorithm) and rule induction (using JRip algorithm) techniques. The result proves that
J48 rule (93.97 % accuracy) is slightly higher than JRip rule (93.93 % accuracy) and
places of delivery, the assistance of health delivery professional, prenatal care health

professional and age are the determinant factors that affect postnatal care visit.

(Idowu 2018) Developed a Predictive Model for Maternal mortality in Nigeria using
Data Mining Technique. The researcher used the Decision tree, MLP and Naive Bayes
algorithm with 10-fold cross validation test mode. The data set contains 200 records of
pregnant women for both training and testing the model. WEKA toolkit is used to build
the models and the performance of the classification algorithms on the dataset was
measured using recall, precision, accuracy, F-measure, True Positive (TP) and False
Positive (FP) rates and area under the Receiver Operating Characteristics (ROC)
curves. The model was developed using age, birth spacing, parity, gravidity, attendant
at ante-natal clinic, financial status, education status or literacy level of the mother

attributes. The output attribute is the chances of safe delivery of the mother i.e. High
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safe delivery, average safe delivery, and low safe delivery. MLP outperforms the other

two.

Generally, the research work reviewed above was tried to address different health care
problems on different data sources. Most studies were focused on assessment and
evaluation of factors that cause maternal mortality in some selected areas by using
statistical methods, without considering various bias effects of the data. For the
utilization of relevant information which is hidden in the data, it is obvious that one
needs to be engaged in data mining technique since it is efficient to find unrecognized
new knowledge and can mine the knowledge rules automatically from the content of

data.

Previously there are also, researches that have been carried out using data mining
techniques. But, to the knowledge of the researcher, no previous researches have been
done to predict maternal mortality by applying data mining techniques in Ethiopia.
Therefore, the main aim of this study is to identify the determinant factors of maternal
mortality in Ethiopia using data mining techniques.

Thus, this research has a great contribution to generate patterns that help in planning a
better strategy and effective decision making for more maternal health promotion plans

and programs.
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CHAPTER THREE
3. Methodology of the Study

3.1.Research Design

For this study, the researcher has adopted a hybrid methodology to build a predictive

model using data mining techniques.

The study is designed to develop a maternal mortality predictive model based on the
clinical dataset, collected from the three hospitals. As discussed in Section 2.2.4 the
hybrid model is built through the combination of features of both KDD and CRISP-DM

process models.

The researcher has selected this model for the conducted study on the reason that it
provides more general, research-oriented descriptions of the steps and detailed
feedback loops that are vital to achieve the research objectives. It includes
understanding of the problem domain, understanding of the data, preparation of the
data, mining the data, evaluating the discovered knowledge, and finally use the

discovered knowledge for real applications in the domain area.
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Figure 3.1