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ABSTRACT
Nowadays, natural language processing became a hot research area, that is mainly focused on

maximizing the capability of the computer to understand and communicate with human language
or natural language. Therefore, to communicate with natural language or human language,
grammatical correctness of the spoken language is important. So, developing a natural language
application is important to identify the grammatical error that may occur in natural language texts.
To say a sentence is grammatically correct, the arrangement of the words inside the sentence
should agree in number, person, gender, tense, and other agreement rules. If the input sentence is
incorrect, it may have agreement problems, such as subject-verb, object-verb, adjective-noun,
incorrect word order or it may be adverb-verb agreement problems. In order to check the
grammatical correctness of a sentence, several researches have been conducted for different
languages with different grammar checking approaches, like rule-based, statistical-based and
hybrid-based. Nowadays, deep learning becomes the most promising approach for natural
language processing.

The objective of this proposed work is to develop deep learning based Amharic grammar error
detection. To this end, we propose a deep learning grammar checker approach. We apply two deep
learning approaches such as long short-term memory recurrent neural network and bidirectional
long short-term memory recurrent neural network. We have used python 3.7, Keras TensorFlow
as a backend, Pyqt5 to design the interface, and HornMorpho to analyze the feature of Amharic
words. The evaluation is done for two test cases. The first one is for long short-term memory and
the second one is for bidirectional long short-term memory recurrent neural network. Finally, the
experimental result shows that, long short-term memory performs accuracy of 88.27%, recall
88.27%, precision of 88.33%, and f1 measure of 88.5%. The bidirectional long short-term memory
performs 88.89% accuracy, 88.89% of recall, 89 % precision and 89% of f1 measure. The
challenge of this research work was the quality of morphologically annotated Amharic sentence
especially words having more than two meanings and words that tell respect. The grammar error
detector can be more effective when we have a larger morphologically annotated sentence and
hence further research needs to be done to enhance the result of this study.

Keywords: NLP, Deep Learning, LSTM, BILSTM, Amharic Morphological analysis, Amharic

grammar, Amharic sentence disagreement, Amharic grammar error detection.
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CHAPTER ONE: INTRODUCTION
1.1 Background

Nowadays, technology advancement is increasing from time to time, for instance, electronic
documents are drastically increasing, such as word processing, Emails, webpages, and others.
However, the majority of the data is appearing in textual format which highly unstructured
(Gharehchopogh & A.Khalifelu, 2011), therefore to produce significant and actionable insides
from this data, it is important to get appointed with the techniques of Natural Language Processing
(NLP).

Natural language processing (NLP) is a part of computer science and artificial intelligence that
deals with human language (e.g. English, Arabic, Chinese, Amharic, etc.). It represents texts which
are occurred naturally into different levels of linguistic analysis. These include, morphological
analysis, syntax analysis, semantic analysis, discourse, and pragmatic analysis (Khurana, Koli,
Khatter, & Singh, 2017). Syntactic Analysis is one level of linguistics that analyzes how words
combine to produce phrases and it determines how the input text is structured. Syntactic Analysis
is important for many NLP application areas. These include Grammar Checking, Machine
Translation, Information Extraction and Question Answering (Bhirud, Bhavsa, & Pawar, August
2017). Grammar checking is one application area of syntactic analysis that deals with whether the
written text is grammatically correct or not, also it tells what the correct sentence should seem like
(Bhirud, Bhavsa, & Pawar, August 2017). Grammar checker can be categorized into two branches
such as grammar error detection and grammar error correction.in this research work we are
considering grammatical error detection. Grammar error detection is defined as indenting the error

in the given text.

The most common and widely used grammar error detection approaches are rule-based, statistical-
based and hybrid-based (Aynadis & Yaregal, 2013). In a rule-based grammar checker approach,
the input text is checked by manually generated rules. This approach requires linguistic experts to
construct rules. The advantage of a rule-based grammar checker approach is simple to add, edit or
remove a rule, it provides a detailed error message, and no need for training data is required for
grammar error detection. A statistical-based grammar error detection approach requires a training

corpus to learn what is 'correct’ instead of using a manually designed rule. These approach uses N-




gram models to check the grammatical structure of the sequence of words. In this approach, it is
difficult to provide detailed errors resulted from these systems. A hybrid grammar error detection
approach is the combination of a rule-based and statistical approach. In this approach, some errors
are solved by hand-crafted rules and some others are solved by N-gram models. Recently deep
learning approach is coming up and it plays a vital role on NLP applications such as for machine
translation, Question answering, information extraction, Summarization and other application
areas. In contrast to machine learning approaches deep learning approaches didn’t require future
engineering manually rather it can learn automatically. Therefore, in order to check grammatical
correctness of Amharic text we propose one of a deep learning approach which is Known as
Bidirectional Long Short-Term Memory (BiLSTM).

1.2 Motivation

Ambharic is the most spoken language in Ethiopia. It is the working language of the Federal
Democratic Republic of Ethiopia. In addition to that, it is the working language of regional states
and city administration such as Amhara regional state, Benishangul-Gumuz regional state,
Southern Nations Nationalities and People Region (SNNPR) regional state, Gambella regional

state, Addis Ababa city administration, and Dire-Dawa city administration (Gobena, 2011).

As a result, an enormous number of Amharic documents are produced and stored. To prepare and
access such documents, it is important to have an Amharic grammar error detection. Amharic is
the second language for many peoples. Due to that, they are prone to grammar errors. In addition
to this Amharic grammar error detection is an important component to many NLP applications
such as for Machine-Translation, Question-Answering, Information-Extraction, and others. This

motivates me to develop an Amharic grammar error detection for Amharic text.

However, due to the absence of Amharic grammar error detection tool and Amharic is the second
language for many peoples, they may make mistakes or miss grammatical structure of the sentence
while writing texts. For example, AvkC A% aLNa@-: (aster insulted the boy). The problem with
this sentence is the subject of the sentence is not agreed with the verb which is in gender
information mismatch. The above sentence is corrected as AfrkC A%.7 AL+ so, in such like
situations the user of Amharic language needs automated grammar error detection tool in order to

identify grammatically incorrect sentences.




There are two research works done for Amharic grammar error detection by Aynadis and Yaregal
(2013) and Abraham Gebreamlak (2019). both this works have been done using rule-based
grammar error detection approach. However, in rule-based approach, it is difficult to detect errors
specially for compound, complex and compound complex sentences. Since Amharic is
morphologically rich language, it is difficult to extract each feature manually. Therefore, it needs
a mechanism that learns features automatically using a deep learning approach. Therefore, this
motivates me to develop Amharic grammar checker using bidirectional Long Short-Term Memory
(BiLSTM).

1.3 Statement of the problem

A grammar error detection has been developed for various languages such as English (Naber,
2003), Arabic (Madia & Al-Khalifaa, 2018), Chinese (Yang, et al., 2017), Afaan-Oromo (Tesfaye,
2011), Amharic (Aynadis & Yaregal, 2013), among others. In addition to this, it is a stepping stone
for many NLP applications, such as machine translation, question answering, dialogue system, and
others.

Ambharic language is morphologically rich and has unique features as compared to other languages.
The order of the word in the Amharic language follows the subject-object-verb (SOV) structure
(Kassa, 2010). In addition to this, the correct Amharic sentence should obey all agreement rules
(Kassa, 2010). However, there are many agreement and word order problems that are faced by
Ambharic sentence. The common grammar errors are subject-verb disagreement, adjective-verb
disagreement, adverb-verb disagreement, incorrect word order (Tensou & Assabie, 2014), ( Baye
Yimam, 1995).

For example: look at the following Amharic sentences having agreement and word sequences
problems.
1. +96@« A %P GFa (Subject-verb disagreement).
2. A0N 07T Ao+ (object-verb disagreement).
3. eracat@- OFavf0AT (€T hAIC O-OTS h@-pp A1C aPRUST F P9°CI°CS eTI°UCT avCh
aAGePTT MIPC ATRC ATNA POTHA A8S&N PUhICT aPIA1L aAg® AT7R9LH TmeTlA =

(adjective-noun disagreement).




4. ¢+O884PTF U ATLPPAD- AT EI°C (024G 0N LCPT T DAET 07 CF holds
AtoThO 4.%407 RILTNEL 010277 PAS AIECCL07T “TAhA H0A = (adverb-verb
disagreement).

5. AFOXLRD FLA TICLIPT OCPYA FA (191617 A1 @-&&C = (incorrect word order).
According to Amharic grammar rule, the subject and verb, object and verb, adverb and
verb, adjective and noun should be agreed in order to say Amharic sentence is correct
(Tensou & Assabie, 2014) ( Baye Yimam, 1995).

Accordingly, we need an Amharic grammar error detection to detect errors in Amharic texts for
correction. Even if Amharic is a less-resourced language, there is a work on Amharic grammar
error detection by Aynadis and Yaregal (2013) and Abraham (2019). However, due to the
incompleteness of rules and quality of the statistical data, it displays false alarm. In addition to
this, to get better performance, it depends on the knowledge of the researcher. Amharic is a
morphologically rich and complex language. As a result, selecting features manually requires
linguistic experts and enough time. in traditional grammar error detection approach, it is difficult
to detect errors, especially when the sentence is compound, compound complex and complex

sentences.

Therefore, it needs a mechanism that learns features automatically using a deep learning approach.

From deep learning grammar checker approaches, Long short term memory (LSTM) recurrent
neural network and bidirectional long short term memory (BiLSTM) recurrent neural network
performs better results than the existing one (e.g. for Chinese grammatical error detection (LEEa,
LIND, YUDb, & TSENGa, 2017) (Yang, et al., 2017)). As far as we know there is no research work
developed for Amharic grammar error detections using deep learning approaches such as
BILSTM. So, in order to solve the above problems and improve the performance of the existing
work we have investigated the impact of long short-term memory recurrent neural networks and
bi-directional long short-term memory recurrent neural networks on Amharic grammar error

detection.

Generally, we have answered the following research question.
% What features are best describe most common errors in Amharic grammar?
%+ Which deep learning algorithms are better fit for Amharic grammar error detection?




1.4 Objective of the study

1.4.1 General Objective
The main objective of this research work is to develop a grammar error detection for Amharic

language using deep learning approach.

1.4.2 Specific Objective
To meet the general objective of this research work, the following specific objectives have

addressed.
+«+ To collect and prepare suitable dataset (corpora) from different sources for training and
testing purposes.
< To identify the grammatical structure, and morphology of the Amharic language.
+¢+ To design a model for automatic Amharic text grammar error detector.
¢+ To develop a prototype for Amharic grammar error detection.

¢+ To evaluate the performance of the proposed model.
1.5 Methodology of the study

This study followed design science research methodology. In design research methodology a
problem is assessed based on that artifact is proposed and the evaluation of the artifact is a key
contribution (Peffers, Tuunanen, A., Rothenberger, & Chatterjee, 2007). Design science research
methodology has a certain phase such as problem identification and motivation, objectives for a

solution, design and development, demonstration, evaluation, and communication.

1.5.1 Problem identification and motivation
In this design since methodology phase, the research problem and the value of the solution is

defined and justified. Justifying the value of the solution used to motivate the researcher and the
audience.in this study, we have identified the problem from literature review. We have reviewed
related works which are done on grammar error detection for different languages, to better
understand the problem and books or other resources to understand the grammatical structure of

Amharic language.

1.5.1 Objective of solution
In this phase, the objective of the study followed from the first step in order to get a solution.

generally, it inferred from a problem definition. Different researches are reviewed in order to know

the statement of the problem.




1.5.2 Design and Development
In this phase, the artifactual solution Is designed.so, we have designed deep learning based

Ambharic grammar error detection model using the concept and procedures from step one and step
two.in order to design this model and to develop a prototype of this model different supporting
tools are required. These include python programming language, Keras, TensorFlow, Pyqt5,
morphological analyzer. Python programing language is used to implement the Amharic grammar
error detection. HornMorpho is used to morphologically analyze collected training corpus and
input text. Pyqt5 is used to design the user interface of the propose system. We are used Notepad++
for dataset preparation. Our proposed system consists of preprocessing module such as
tokenization, tag sequences splitting and sequence padding and learning phase. Under learning
phase, the dataset is split into Training and testing phase. Furthermore, the Training phase is split
to Training and validation. The validation and Training phase is input to word embedding,
BiLSTM, Dense, SoftMax finally the model is trained. The testing phase is given to trained model

in order to predict and evaluate the performance of the proposed model.

1.5.3 Demonstration
The developed model is demonstrated by simulating how the developed deep learning based

Ambharic grammar error detection system detect error and classify the type of errors. The system
accepts Amharic texts and out puts the type agreement errors in the input sentence.in order to run
the source code we have used Spider python IDE to analyze words and Jupiter notebook for
running the source code.

1.5.4 Evaluation

In order to measure how the developed Amharic grammar error detection system well suited the
model is evaluated. To evaluate the proposed system testing the learned model using
morphologically annotated Amharic sentence, the sentence contains simple, compound and
compound complex sentences. The model was evaluated using evaluation metric such as
precession, recall, f1 measure and confusion metric.in addition we have compared the performance
of two recurrent neural network algorithms such as long short-term memory and bidirectional long
short-term memory.

1.5.5 Communication
The last step of design science research methodology is communication of the problem, the

artifacts, and the effectiveness and other related information to relevant audiences when it is




needed. So, we will present our study to other researchers and experts. so that we can get feedback
on the study. It is communicated through department of computer science in Bahir Dar University.

We also will present it in different NLP conferences and try to publish an article on it.

1.6 Scope and Limitations of the study

The scope of this study is concerned with to the development of an Amharic grammar error
detection for Amharic language which detects grammatical errors in Amharic sentence, such as
for simple, compound, compound complex sentences. This study mainly concerned with grammar
error detection especially agreement errors such as adjective-noun disagreement, adverb-verb
disagreement, subject-verb disagreement, object-verb disagreement and incorrect word sequence
errors; However, it does not consider with grammar error correction mechanism, and also, we
didn’t consider words that tell respect, and words having more than two different meanings.

1.7 Significance of the study

The final result of this research work is contributed to the development of many NLP applications.
These include Amharic grammar error correction, machine translation, Question Answering, word
prediction, information retrieval, text summarization, and others. In addition to this, the system
has improved errors when users typing in word processor programs and social media. The
proposed system is also enabling Amharic users especially the non-native ones, to prepare official
documents, emails, letters and some other tasks.

1.8 Organization of the Thesis

The organization of this thesis comprises of five chapters including chapter one. Chapter two
provides a detail explanation and discussion of literature review and related work. Chapter three
presents the design of deep learning-based Amharic grammar error detection.in Chapter Four,
presents the result and discussion. Result of experiment and test cases are discussed. Finally, the

last chapter describes a conclusion and recommendation including future works.




CHAPTER TWO: LITRATURE REVIEW

2.1 Overview

This chapter presents, the concept of grammar checker and theoretical concept or ideas related to
Ambharic language and grammar checker. The content of the chapter includes a brief introduction
to Amharic Language, under Amharic Language section, Amharic Part of speech, Amharic
Morphological characteristics, grammatical structure, and its agreement errors are presented.
Furthermore, this chapter discusses, the different approaches used in grammar checker starting
from rule-based up to deep learning. Finally, some related works on Amharic grammar error
detection, and other local and foreign languages are discussed in detail.

2.2 Amharic Language

Ambharic belongs to under a family of Semitic language, especially spoken in north and south part
of Ethiopian. The Amharic language also belongs to under Afro-Asiatic language family. this
family includes Amharic, Hebrew, Arabic, and Assyrian. It is also second most spoken language
next to the Arabic language. Amharic language is mostly spoken in Ethiopia (A 12%£), however,
there are also other speakers throughout the world in other country’s especially, in Eritrea, USA,
Canada, and Sweden. Amharic is the working language of the Federal Democratic Republic of
Ethiopia (Yifru & Menzel, 2009) and other regional states, and city administrations of Ethiopia
such as. Amhara regional state, Benishangul-Gumuz regional state, Southern Nations Nationalities
and People Region (SNNPR) regional state, Gambella regional state, Addis Ababa city
administration, and Dire-Dawa city administration. (GOBENA, November 2010 ).

The Amharic language has its own writing system, which is known as Fidel (&.£4). Fidel is simply
it is alphabet or letters or it is also known as "letter”, or "character” or abugida (A(+12.%). Fidel is a
writing system of Amharic which contains consonants and vowels. The Ethiopian alphabet
contains seven (7) vowels and thirty-three (33) basic shapes mostly represents by consonants
followed by vowels. Amharic alphabet also is known as Ge’ez script or Ethiopic script which is
one of the oldest alphabetic notations in the world. The alphabet of Amharic or Amharic letters is
mostly appearing in a grid format which is the consonants are seen vertically and the vowels are
lined up horizontally. The written system of Ambharic is from left to right. The Amharic script is

not exactly speaking it is an alphabet, but we can say it is a syllabary, which means each letter




mostly represents the whole syllable. So, using these systems anyone can easily learn or understand
the Ethiopian alphabets. (Tensou & Assabie, 2014).

Figure 2.1 shows the list of Ethiopic or Amharic alphabets (Fidels) which consists of consonants
and vowels. As shown in the figure Amharic alphabet has seven row-wise orders and the column
shows a list of basic alphabets or characters and the rest one is Vowels which is derived from the
basic symbols. (Meshesha & Jawahar, 2007)
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Figure 2. 1 The seven order of consonants and vowels of Ethiopic alphabets Adopted

from (Meshesha & Jawahar, 2007)
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2.2.1 Amharic Sentence
A sentence is a collection of phrases or words that express complete information or that tells a

complete idea or thought. A sentence should have a subject and a verb or predicate. Amharic
sentence may be a statement, exclamation or question or command. The subject of a sentence that
may be noun phrase that is person or thing and the predicate tells what the subject does or it
contains the object and the verb of a sentence. The sequence of words or the order of Amharic
sentence is different from other languages. The word order in Amharic sentence is subject-object-
verb structure, which means the verb goes to the end of a sentence. (BACH, 1970)
For example; &Aoo A7 oo F@-::/Alemu beats Abebe.
At 1996 1@- :/he is a student.
If in the given sentence adjective appear, it has put before the object of the sentence.
For example: -
Al T4 76 10~ ::/he is a good student.
In question also follows the same word order, that SOV.
For example: -
At +916 1@-? [ is he a student?
T 494 o173 §+? [ Who is that student?
Ambharic sentence can be classified into simple, and complex sentences.
Ambharic simple sentence
A sentence having only one subject and verb phrase that transfers a complete idea is called a simple
sentence. A simple sentence can be categorized into four types such as declarative, negative
sentence, interrogative, and imperative sentence.
Forexample:
AlvEC av9PuC P =/declarative sentence.
Adar- 9o KANAIP::/negative sentence.
ha 97 12 /interrogative sentence.
(47 np@-! [imperative sentence.
Amharic complex sentence
A complex sentence consists of one or more verb phrases combining with one or more noun phrase
or adjective phrases. Amharic complex sentence can be simple complex, complex-complex, and

compound-complex. A complex sentence contains a complex verb phrase and a noun phrase.
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For example: -
ANN 924 ANA LA dAh TLO-AeAT ARNA B2 =

2.2.2 Amharic POS
Part of speech (POS) is a word-class for a given word. The word class of Amharic language can

be classified as an adjective, adverb, conjunction, interjection, preposition, pronoun, noun, and
verb. ( Baye Yimam, 1995)

Amharic Noun

Ambharic Noun is one of the word class of Amharic language.it is mostly used to identify or to
label person, thing, place, and others. For example, for a person (AN0:hNL:aAar-), for things

(@20c:0F), for a place (e 4c:eNe HE-t) and others ( Baye Yimam, 1995).

Table 2. 1 Amharic Nouns (Adopted from Baye Yimam,1995)

Number Gender
Word Singular Plural Feminine Masculine
1 0 OrE -k ar
1976 +96 19IPT 196k LRI
aodoyC avPoyC avd®ysy av PPyt avdoy4.
Y3 X3 ABRT ABAT AF.
hvf AULeP AVPPE AvpP hvfm-

Amharic Pronouns

Ambharic Pronoun is one part of word-class. is it also a subclass of a noun that means we can use
a pronoun instead of a noun? A pronoun can be classified into personal, demonstrative, and
interrogative pronouns. For personal pronouns 1%%person (aAz:a%), 2" (ArHihPEIAGTE), person
3"person (Atk=hitiaTE). (Tensou & Yaregal, 2014)

For demonstrative pronouns: - vz E: e LIATH. T AIHY.

For interrogative pronouns: -997: a1 917970+ av’E,

For possessive pronoun: -Pa%:ak: PAA: PAPET LrHiPAINE PAGTT.
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Table 2. 2 Amharic personal pronouns (Adopted from Tensou & Yaregal,2014)

Person Number Gender
. Plural Masculine Feminine
Singular
15t Person Al G
2" Person At M
K7L F
STt
3" Person Alr M
Aq, F
Al
Gender Number Far Near
Masculine Singular £ (Y
Feminine (G et
All Plural AP ATHY

Table 2. 3 Amharic demonstrative pronouns(Adopted from Tensou & Yaregal,2014)

Ambharic Verb

A verb is another part of a class of words that tells about an action or condition. Amharic verbs
can be perfective (e.g. cmi@AL), imperative(24r:em-0g), imperfective, gerundive verbs(4m:
on2) and other. (Yimam, 2009)

Table 2. 4 Amharic Verbs (Adopted from Michael Gasser,2011)

Word Number Gender Person Tense

ans Singular Masculine | 3™ Perfective
Hav4. Plural 3 Perfective
THULEAT | Singular Feminine 2nd Imperfective
A0 Plural 1% Imperfective
TOCL: Singular Feminine 3 Imperative
AL Singular Masculine | 2" Imperative
PLOD- Plural 3 Gerundive
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Ambharic Adjective

An adjective is a word that tells a piece of additional information to a noun. Amharic adjectives
appear before a noun. For example (NM9J® &3 8:m<&C N9). Amharic adjectives are inflected for
number and gender. Some sample Amharic adjectives are listed in the table. (Tensou & Yaregal,
2014)

Table 2. 5 Amharic Adjectives(Adopted from Tensou & Yaregal,2014)

Adjective Number Gender

78+ Singular Feminine

TREC Plural All

MHI° Plural ALL

St Singular Masculine

1975k Plural Plural
Ambharic Adverb

An adverb is a word that modifies verb as in terms of Place (@ M&UT AHU), Time (9°F:

HOFCT Hot $29°T $F(), etc. (Yimam, 2009)
Table 2. 6 Amharic Adverb(Adopted from Baye Yimam,1995)

Adverb Tense marker
| Future

AUY Present

PLg° Past

A Future

TGt Past

Ambharic Conjunctions

Conjunctions are words that link or connect another word, phrases, or sentences. Example of
Ambharic adjectives are Az 17F A78: @RI aAHY. For example, “c0 &Te-Fu- A7 A& AgPC
Pt®émd 10 QAAHY Ates-:=” (Tensou & Yaregal, 2014)
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Ambharic Preposition

Prepositions are words that are used to link pronouns, nouns, or phrases to other words. Most of
the time prepositions are short in length and they are placed directly in front of nouns. For example
(hinimg), etc. for example @& AqIHANAC (T A7Le AN L1 L0 A0, (Tensou & Yaregal, 2014)

2.2.3 Amharic Morphology
Morphological analysis is the process of finding the smallest unit of words like root, stem, and

other (Aynadis & Yaregal, 2013). It is an essential component for grammar checking and, for other
NLP applications. Morphemes can be free or bound morpheme. For example, from the word
“08rT” we can generate” A% is free morpheme and “¥t” is bounded morpheme. Amharic

morphology can be derivational or inflectional morphology

Ambharic Nouns are derived from adjectives and other nouns. Amharic nouns are inflected or
marked for Person (1 person, 2" person, 3™ person), number (singular, plural), gender (masculine
and feminine), and other features. For example, for the number indicator, we can take the following
examples 01 in the singular can be 0 in plural. £¢.£ in the singular can be 2142 in the plural,
A in the singular can be At in the plural. For gender example: 01 can be q.t.

Ambharic verbs are inflected for Person (1% person, 2" person, 3 person), number (singular,
plural), gender (male and female), tense, and others. Adjectives are inflected for gender, number,
definiteness and others, for example ma- is singular, ma0F is plural, Z#rg® is singular, e is

plural.

2.2.4 Amharic Grammar Errors
Subject and Verb Agreement

In the following sentence,” A0kC ®L 109 28+ =/Aster wede gebaya hedech’/ the subject
“AlrbC”/” Aster”/ is third-person singular feminine and the verb “%£ is the third person singular
feminine. The above sentence shows that the subject of a sentence and the verb agrees. Look this
sentence “As 1914 10+ = the subject “A%” is the first person singular and masculine in gender, and
the verb “1@-” is the third person singular with masculine in gender. So, the subject of the sentence
and the verb is not much so sentence has subject-verb disagreement error.

Another example “t97¢@- av24 4 = ” this Amharic sentence is grammatically correct, that means
the subject of the sentence is agree with the verb in number, gender, person.if we replace the

subject of the sentence “+916@-” with the word ““+9142%” the sentence have grammatically
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incorrect .The type problem is adjective-verb disagreement. Because the subject of the sentence
the word ““I9¢8-” is feminine in gender however the verb of the sentence thew word “” is
masculine in gender. As a result, the subject of the sentence is disagreed with the verb in gender.
Generally, if the sentence has such a problem the sentence is said to be adjective-verb
disagreement.

Adjective and Noun Agreement

The Adjective and noun should agree be with a number and gender. Let us take an example “r5mg»
o 0447 the adjective “1Bep” is plural and the noun “@& > is plural, so in this example, the
adjective agrees with the noun. On the contrary look this example” B> @2 the adjective 18 is
singular and the noun “@e&F is plural. Therefore, adjective-noun disagreement for the second
example.

Another example: - “e0a-01 Lz0CAE AT A8.0 TCALIT7 Eavs. = from this Amharic sentence we
can understand that the sentence has grammatically incorrect, the problem is adjective-noun
disagreement problem. Because the adjective “A%.0” indicates singular however, the noun
“1e9-9°17 “indicates plural in number, So the adjective of the sentence doesn’t agree with the
noun. To make a sentence grammatically correct, replace the word “A4.0” with “A44.0" or the word
“TEAY” with “Te14-9°”. If the sentence has such like a problem, we can say that the sentence
has adjective-noun disagreement problem.

Object and Verb Agreement

The other rule of Amharic grammar error detection is the object of the sentence should be agreed
with the verb in number (singular, plural), a person (1%, 2" and 3'), and gender (masculine and
feminine). For example? “AN0 e?n.S@-7 M@~ = the object “erh.s@-7” is 3" person masculine and
the verb “ma-" is 3 person singular masculine, therefore the object of the sentence agrees with

the verb. If we replace the verb “mH®< with “1H-+@-" the object has disagreed with the verb.

Another example:-“£&£ & 8.7 avh @~ from this Amharic sentence the object of the sentence agrees
with the verb of the sentence in number, gender and person, which means the object “A%.7” agrees
with the verb “aohc@-” we replace the object of the sentence “A%.7” replace with “a@-£7”, the
sentence has object verb disagreement problem. Because the word “a%.7” is masculine indicates

but the word “aZ-k7” is a feminine indicator, so the object of the sentence is disagreed with the
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verb in gender. Generally, the sentence having such like problem is knowns object-verb
disagreement.
Adverb and Verb Agreement
The agreement error in Amharic sentence is adverb-verb disagreement or mismatch. For example:
- “aoPPy4. 1Qrk oM\ = the adverb ‘o7’ and the verb “gapmy” disagree with each other
because the adverb refers to past action and the verb refers to future action. If we replace the adverb
“+q¢7t” with “11” the verb and the adverb is agreed with each other.
Another example: -
1.0h4 H? (7L.PTAD- AP F IOCoB, TNLEA:
2. 2010 T80t TIPVCET 1NED+ havt B ETPCd:

From those two sentences, we can understand that the sentences are grammatically incorrect. When
we see example one, the problem is the adverb in the sentence did not agree with the verb of the
sentence. Because the adverb “0e1+rA@~” indicates future action however the verb indicates past
action. When we see example two the adverb of the sentence “aad.@-” indicates past action
however, the verb of the sentence shows future action. So, in both two-sentences. The adverb and
the verb disagree with a tense. Generally, if the sentence has such like problem the problem is
adverb-verb disagreement.
Ambharic Word sequence
The structure of Amharic sentence follows subject object verb (SOV) sequence for example, in
this sentence “@A@- AE.7 ThA®- == where “@-A®” is a subject, “A%.7” is an object, and Thaa- is a
verb. If the sentence is like this “A%.7 @-d@- thao-” the sequence is OSV therefore it is word
sequence error problem.
Most of the time incorrect word sequence problems may arise if the adjective-noun disorder,
adverb-verb disorder, or subject and verb disorder, or object and verb disorder. For example: -

1. PAMe - ST eO8E YT +Havalt TINCE

2. o004 <197 Af Al g

3. kvt 0$Me NF h300 NAL ALTHH AX AHSPT TLHPA:

4. 808755 KrPs 0@ 1@+ AP =

5. AON oonl@ ABT =
The above five examples have grammatically incorrect because all sentence have incorrect word

sequence. So, if the sentence has such like a problem, we can say that incorrect word sequence.
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2.3 Approaches to Grammar checker

Grammar is a set of structural rules governing the composition of sentences, phrases, clauses, and
words in a given natural language processing (Aynadis & Yaregal, 2013).In natural language
processing grammar is defined as a collection of structural rules which govern the composition of
clauses, phrases, and words. In order to communicate and share information using text or in other
communication mechanisms the flow of information must be grammatically correct. So, it needs
to automate natural language processing. NLP has various application areas; from that one
application area of NLP is grammar checking. Grammar checking is the process of checking the
validity of the text or checking whether the text is correct or incorrect. A correct sentence is one
in which the corresponding words inside the sentence agree with number, person, gender, tense,

and other agreement rules.

So, in order to check the grammatical correctness of a text, various researches are done for different
languages with different approaches. The most common widely used grammar checker approaches

are rule-based, statistical-based and hybrid-based (Aynadis & Yaregal, 2013).

2.3.1 Rule-Based Approach
Rule-based grammar checking is the classical approach that needs manually design handcrafted

features (Naber, 2003). In a rule-based grammar checker approach, the input text is checked by
manually generated rules. This approach requires linguistic experts to construct rules. The
advantage of a rule-based grammar checker approach is simple to add, edit, or remove a rule, it
provides a detailed error message, and also no need of training data required for grammar checkers.
The drawback of a rule-based grammar checker approach is time-consuming to formulate rules to
and also it needs linguistic experts for specific language to write every rule manually. Many
researches are done using a rule-based grammar checking approaches for different languages such
as for English (Naber, 2003), Amharic (Aynadis & Yaregal, 2013), Afaan Oromo (Tesfaye, 2011),

among others.

2.3.3 Statistical-Based Approach
Statistical based grammar checker approach is also known as data-driven grammar checker or

machine learning-based grammar checker approach. Unlike a rule-based grammar checker
approach, a statistical-based grammar checker approach requires a training corpus to learn what is

correct instead of using a manually designed rule. the corpus may be collected from manually or
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automatically from different sources such as journals, magazines, newspapers, and other online
resources (Aynadis & Yaregal, 2013). These approach uses N-gram models to check the
grammatical structure of the sequence of words. Statistical based approach uses a tagged corpus
to generate a sequence of tags. This method checks a sequence of tags in the sentence if the
sequence is familiar or usual the sentence is correct others ways if the tag sequence is the unusual
or uncommon sequence the sentence incorrect. In this approach, it is difficult to provide detailed
errors resulted from these systems. Many types of researches are conducted for different languages
using statistical based grammar checker approaches such as for English (Alam, UzZaman, & Khan,
2006), Bangla (Alam, UzZaman, & Khan, 2006).

2.3.3 Hybrid Approach
A hybrid grammar checker approach is a combination of a rule-based and statistical-based

approach that helps to improve the accuracy of the grammar checking system (Abraham
Gebreamlak, 2019). In this approach, some errors are solved by hand-crafted rules and some others
are solved by N-gram models. Different research is done using this approach for grammar checking
such as for Tigrigna (Abrha Gebrekiros, 2018), Swedish (Rickard Domeij, 1999).

2.3.4 Deep Learning
Deep learning is one of the subfields of machine learning which consists of a successive layer or

it is mainly concerned about algorithms inspired by the brain structure and function which is
known as Atrtificial neural network (Brownlee, 2019). Deep learning is a large or deep neural
network algorithm that is different from another machine learning algorithm. Deep learning is
trained with large data as compared to other machine learning algorithms. If the given problem
needs huge data deep learning can perform better than other machine algorithms (Brownlee, 2019).
Deep learning can learn from labeled data and it extracted features automatically.

In deep learning, the word ‘deep’ tells the number of hidden layers which means in deep learning
many hidden layers appear in the network depending on the nature of the problem. In traditional
machine learning algorithms, the number of hidden layers is small in number, for example, it may
be one or two but in deep learning the number of the hidden layer may be 100, 150,200, and others
(Brownlee, 2019).

Many deep learning algorithms are used for various NLP applications. The most commonly used

algorithms are Recurrent Neural Network, Convolutional Neural network, and deep belief network
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have used for many NLP applications (Brownlee, 2017). This thesis mainly describes the

algorithms used in this study and some related concepts.

2.2.1.1.Recurrent Neural Networks (RNN)

The recurrent neural network is one type of deep learning algorithm which mainly focuses on
sequence labeling problem (Brownlee, 2017). The main drawback of traditional neural network
algorithms is the limitation of considering sequential relations that meant the input and the output
are independent. However, in recurrent neural network architecture, the output of the first input
layer is input for the second layer and the output of the second layer is input for the third layer and
others. For example, in part of speech tagging, in machine translation and in grammar checking to
know whether the sentence is correct or not first we have to know each class of word sequentially.

In order to remember for a short or long time, the recurrent neural network has its own memory.

0
O Ot-—l Ot Ot+1
A d q
S W t—1 t Sl
Oy —>>0->0—>0" >
T Unfold T w T W w
U U U U
X Xe 1 % Py

Figure 2. 3 A RNN and the unfolding in time of forward computation (Adopted from Britz, 2015)

A recurrent neural network and the unfolding in time of the computation involved in its forward
computation. From the above figure, xt is the input at a given time step t and st represents the
hidden neuron at time t. Therefore the memory of the network can be calculated using the formula
st=f(uxt+wst-1). F indicates the function such as sigmoid, relu or tanh. The output layer is
represented by Ot at time recurrent neural network sheers the same parameters across a sequence
of layers (Britz, 2015).
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The recurrent neural network achieves great success in natural language processing applications.
The common well known recurrent neural network algorithms are long short-term memory
(LSTM), Bidirectional Long short-term memory (BI-LSTM), and GRU (Brownlee, 2017).

2.2.1.2.Long Short-Term Memory Network (LSTM)
The recurrent neural network has a capability to remember recent information and also unlike

feedforward neural network, recurrent neural network has a recursive connection. However, RNN
has some drawbacks which are unable to learn long term dependencies, which means when the
gap between the information is very long the recurrent neural network is unable to learn the

information (Brownlee, 2017).

The other limitation of the recurrent neural network is the problem of vanishing gradient problem.
Long Short-Term Memory was proposed by Hochreitor and Schmidhuber in 1997 to handle long
term dependency problems of the traditional recurrent neural network problems (Brownlee, 2017).
Long Short-Term Memory is called “LSTM” is one kind of neural network that are better than the
traditional recurrent neural network by handling the problem of long-term dependencies. In short
Long Short-Term Memory have the capability to remember long time information. The chain-like
structure of Long Short-Term Memory is the same as Recurrent Neural Network but different
repeating module structure. This repeating module in LSTM consists of four layers interacting as
compared to a traditional neural network (Olah,2005).

b ) b
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Figure 2. 5 Repeating modules in Long Short Term Memory Network (Adopted from Britz, 2015)
Long Short-Term Memory can add and remove information to the cell state in the help of gates.
Gates are ways or methods to optionally let information through. Gates are composed of a

pointwise multiplication operation and a sigmoid network layer.

2.2.1.3.Bidirectional Long Short-Term Memory Networks (BLSTM)

The other type of recurrent neural network is the Bidirectional Long Short-Term Memory
(BLSTM) network which an extended version of Long Short-Term Memory. LSTM and RNN get
information from the previous or the past context only. However, Bidirectional Long Short-Term
Memory can get information from past and future information.so BLSTM can handle the problem
of Recurrent Neural Network and Long Short-Term Memory network. The BLSTM neural
network process input sequence in both directions using two sub-layers which is known as forward

and backward direction.
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Figure 2. 6 The Bi-LSTM RNN model BiLSTM Recurrent Neural Network Adopted from (Cui,
Ke, & Wang, 2018)

2.4 Related Works

Several types of researches have done on grammar checkers for different languages with different
methods such as English (Naber, 2003), Arabic (Madia & Al-Khalifaa, 2018), Afaan-Oromo
(Tesfaye, 2011), Amharic (Aynadis & Yaregal, 2013).

2.4.1 English Grammar Error Detection
Naber (2003) has conducted research work on style and grammar checker for English language.

The objective of Daniel’s study was to design and develop a style and grammar checker system
for English text. His proposed system takes input text and displays a list of possible errors found
in the input text. In order to detect errors, the text is split into a word and each word is assigned
into its word-class such as noun, verb, adjective, determiner, adverb, and other. The style and
grammar checker rules consist of 54 pre-defined grammar rules and five style rules. The input text
after tagging is matched against all these predefined error rules. These rules describe the sequence
of words, it’s part of speech tag and chunks. The performance of the proposed system was not
evaluated by precision and recall values. As the researcher described in the paper, to calculate the
precision and recall values it requires a corpus of yet unedited text with all errors marked up.
However, at the time of this research conducted, there was no such kind of resource is publicly

available. Therefore, to evaluate the performance of the system the researchers prepared two
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corpora. The first one was a corpus that contains texts with errors and the second corpus contains
very few errors (BNC's text). When the English style and grammar checker evaluated with this
text, it claimed 16 errors in 79,900 sentences. The system also evaluated by another corpus that
contains the sentence with errors and compared with Microsoft word 2000 checker. The checker

detects 42 errors whereas MS-word detects 49 errors.

2.4.2 Arabic Grammar Error Detection
Madia and Al-Khalifa (2018) have proposed a grammatical error detection for the Arabic

language. In this study, they proposed Arabic grammatical error detection using a deep learning
approach specifically using a recurrent neural network. In this study, they developed a web-based
tool that can be used in a browser. The proposed system web page worked as follows it accepts
input from the user to the web browser and sends it to the server to check grammatical correctness
of the text, then the server hosts the deep learning model to detect errors and finally it displays to
the web browser. However, the researcher does not show the performance of the system, simply

they claim that the corpus makes challenges for this work because the corpus didn’t tell about error
types.

2.4.3 Swedish grammar checker
A grammar error detection have been developed for Swedish grammar error detection using a

hybrid approach by Domeij. This study was done with the combination of a rule-based and
statistical grammar checker approach. This proposed system is called Gransaka. The author uses a
manually tagged corpus for training purposes. The proposed system is worked as follows first
Gransaka tokenizes the given text into sentences and words. After tokenized the sentence into
words the given word is tagged with the part of speech using the tagger module. The result of the
tagger module is sent to manually prepared rules to check whether the given sentence is
grammatically correct or incorrect. In addition to grammatical checker the Gransaka contains
spelling checker and correction. Gransaka provides a better result than rule-based systems.

However, the system displays false flags at the time of incorrectly tagged words.

2.4.4 Afaan Oromo grammar checker
Debela Tesfaye (2011) has conducted his research work on Afaan-Oromo language grammar

checker which identifies grammatically incorrect texts in the Afaan-Oromo language. The

researcher uses a rule-based grammar checker approach which is done using manually handcrafted
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rules.in this proposed system there are five main modules these include tokenization, POS tagger
module, stemmer module, grammatical relation finder, and suggestion creating a module. The
tokenizer module is the first module of the proposed system and its function is to split the input
text or paragraph into a sentence and further split into individual words. POS tagger is the second
module of the proposed system which takes input words from the tokenization module and it
performs part of speech to each word. The third component of the proposed system is the stemmer
module, it takes tagged word form POS tagger module and finds the root and affixes for this tagged
word. The fourth component of the system is grammatical relation finder, and it performs
grammatical relation between words. The fifth component of this system is the suggestion of
creating a module, and its function is to suggest correct sentence options. The proposed system is
tested based on precision and recall, and he got an average performance of 88, 89%, and 80%

respectively.

2.4.5 Tigrigna grammar checker
Abrha Gebrekiros and Yaregal Assabie (2019) have conducted a research work on Tigrigna

grammar error detection to detect grammatically wrong errors. The proposed system is done using
a hybrid approach which is both rule based and statistical based approach.in this wok they used
114 rules to check Noun-Modifier Agreement, Adverb-Verb Agreement, Object-Verb Agreement
and Subject-Verb Agreement and to check word sequence grammar error they used N-gram
probability. This proposed system has around five modules, the first module is tag sequence
gathering, the function of this module is from Tigrigna corpus it extracts tag list and calculates the
probability for a unique tag sequence from a given list. Preprocessing is the second module of the
system which performs two tasks such as tokenization and tagging. Rule based grammar checking
third module of this system, the function of this module is identifying grammar errors such as
subject-verb, adverb-verb, object-verb and modifier noun agreement errors with manually
designed rules. the fourth module is Statistical Grammar Checking the function of this module is
used identify word sequence agreement errors using language model, the final and the last module
of the proposed system is grammar Error Filtering, it accepts agreement errors from rule based and
statistical based, and it tells sentence error type and error words. Finally, the researchers got
average precision of 87.9%, recall 87.5% and average f-measure of 87.6%. However, the
researchers claim that the performance of the system is less due to that the tagger uses manually
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dictionary words and also the system splits the word in to a sentence, at this time the system

classifies incorrect sentence as correct.

2.4.6 Amharic Grammar Error Detection
Aynadis Temesgen and Yaregal Assabie (2013) conducted the first research work on Amharic

grammar error detection using two different grammar checker approaches which are rule-based
and statistical-based. The rule-based approach is designed for a simple sentence which easier to
formulate rules. However, the statistical approach is designed for both simple and complex a
sentence which is difficult to formulate rules. Rule-based approaches are used to identify errors
that are formulated by handwritten rules. They analyzed a sentence with phrase structure of words.
The statistical or machine learning approach is used to check grammar errors for both simple and
complex sentences using N-gram probability. In this research work, the rule-based approaches
have certain modules. These include sentence splitter module, morphological analyzer module,
grammar relation finder module, and grammar checker module. The function of the sentence
splitter module is used to split the inserted text into a sentence, in addition to this it splits sentence
into words, and the output of sentence splitter is given to the morphological analyzer module. The
function of the morphological analyzer module is it accepts input from sentence splitter and it
assigns its linguistic meanings to the input word such as a person, number, gender, and others. The
function of the last module which is grammar relation finder is it accepts input from the output of
morphological analyzer and it assigns grammatical relations such as subject-verb, object-verb, and
others to words in a given sentence. Finally, the grammar checker module accepts input from the
grammar relation finder and language model and matches both inputs. According to the evolution
the proposed system is tested based on precision and recall, the result shows a precision of 92.45%
and recall of 94.23% using a rule-based approach. The statistical-based the researchers got 59.72%
precision and 82.69% recall for bigram and 90.38% recall and 67.14% precision for trigram.
However, it is difficult to model Amharic sentence for complex sentence using rule-based
approach. phrase structure grammar treats all sentences as a sequence of words linear relationship.

And also, it is impossible to manually craft all grammar rules exhaustively.
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Recently, Abraham Gebreamlak (2019) conducted research work on Amharic grammar error
detection. The author proposed a dependency-based grammar checker for Amharic text to identify
grammatically incorrect Amharic texts. In this study, the proposed system mainly contains three
parts such as ConNII-U Formatter, Dependency parser, and the grammar Checker. ConNII-U
Formatter is the first module of the system, in this module sentence tokenization, tagging and
morphological features annotator are takes place, first, the input sentence is a structure in SOV
format and the formatted sentence is tokenized to single words.to get exposed, universal post
tagger and its morphological feature those words are analyzed with taggers. Generally, the function
of this formatter is to change the input sentence to appropriate format that the dependency parser
understands. The second module of this proposed system is Dependency parser the aim of this
module is it takes a formatted sentence from the formatter module to predict head and dependent
words, and its dependency relationship using Maltparser. The final part of the proposed system is
a grammar checker that contains a relation extractor and agreement checker module. So, the
function of this two modules is to check agreement errors, first, the relation extractor takes input
from dependency parser and formats the result into a suitable format for agreement checking, and
the agreement checker checks grammatical agreements such as Subject-verb, adverb-verb,
adjective-noun, and object- verb agreements. Finally, the proposed system is evaluated with
MaltEval 1.0, and the result shows 68.18% subject-verb agreement, 20% adverb-verb agreement,
81.25% object-verb agreement, and also the tokenizer performs 100% and the tagger performs
43%. However, according to the researchers they claim that due to the limitation of treebank and
the performance of tools, the result of the proposed system is poor. Finally, they recommend the

need to conduct further research using large treebank and language-independent tools.

2.4.7 Research gap
Generally, we have reviewed researches conducted on grammar checkers using different

approaches such as rule-based, statistical-based, hybrid and deep learning-based approaches.
Throughout the review, we understand that the rule-based approach has drawbacks, it displays
error in case of a compound, compound-complex and complex sentences because of having false
flags. The statistical-based grammar checker requires a large size annotated corpus. In addition to
this in statistical grammar checker approach, features are extracted manually. However, unlike the
machine learning approach deep learning approaches have the capability to learn features

automatically. Hybrid grammar checker approach is the combination of rule based and statistical
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based approach. However, still the grammar error detection cannot detect well because when the
length of the sentence getting larger and larger or simply for compound and complex sentence it
was difficult to extract features manually and N-gram probability method. Therefore, deep learning
can solve the above problems by learning the sequence of words sequentially and extracting
features automatically. From deep learning approaches the bidirectional recurrent neural network
can learn the sequence of Amharic text in forward and backward direction. As a result, this
algorithm can detect errors that can appear when a sentence having long sequence of words such

as compound and complex sentence.
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CHAPTER THREE: METHODS AND APPROACHES

3.1 Overview

This chapter presents the designed deep learning-based grammar checker model to detect
grammatical errors in Amharic sentence. We have used bidirectional long short-term memory
recurrent neural network. Generally, in this chapter, the system architecture of the proposed
Ambharic grammar error detection model and its components of the proposed model is described
in detail.

3.2 The architecture of the Proposed System

The overall system architecture of the proposed deep learning-based grammar checker is as shown
below in Figure 3.1. The proposed system has sub-components such as Preprocessing,
Tokenization, Morphological feature annotator, Word embedding, bidirectional long short-term
memory recurrent neural network, grammar result. The functionality of those modules is described
as follows; the first module of the proposed system is the preprocessing module. Under
preprocessing module tokenization component, sequence padding, tag splitting, and morphology-
based tagging is done. The function of this module is cleaning unnecessary texts such as non-
Ambharic texts or other unnecessary characters, and splitting the input text into a sentence and
further split to tokens or words.

After splitting the input text into words, the next component of the system is the morphological
tagger component. The main function of morphology-based tagging is morphologically analyzing
words or morphologically annotation of words. After morphologically analyzing words the next
component of the proposed system is tag splitting. The function of this component is splitting
Ambharic words from their tag value or extracting morphological annotation of words from words.
After splitting sentence in to tokens the next component of the Amharic grammar error detection
model is sequence padding. We use sequence padding in order to make each sentence the same
length. After sequence padding, the other component of our model is word embedding. Word
embedding module is representing sequence of padding in to dense vector representation vector
value. After preprocessing and doing all of the above steps, the main and final component of the
Amharic grammar error detection is applying bidirectional long short-term memory recurrent

neural network. The function of bidirectional long short-term memory module is by taking input
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from word embedding component learning sequence dense vectors in both forward and backward

directions.

Input Amharic sentence
Preprocessing Phase Learning Phase
— dataset classification
Tokanization
Y v Y
Morphological Feature of
words Training Data set Test Data set

Morphologically
tagged tokens

Y

Tag sequnce spliting Word Embedding
Y | Grammar Error
! BILSTM *|  Detection

Sequnce Padding

| J
Dense Layer

Y
Softmax

Y
Grammar

Error
Model

Figure 3. 1 The Architecture for Deep Learning-Based Amharic Grammar error detection

3.3 Preprocessing

The first component of the module of the proposed system is the preprocessing module. The
preprocessing module mainly contains four main components such as Tokenization, Morphology

based post tagging, and tag splitting component and sequence padding.
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3.3.1 Tokenization

Sentence tokenization is the main part of natural language processing. In simple way tokenization
is splitting a sentence in to list of tokens. We used Keras tokenizer, in order to split strings. To make
words in sequence, Keras provides “texts to sequences” function. We are splitting the input
sentence into words using space separator that means each word is split by space like this split= (*
). Generally, the main function of tokenization component is cleaning and splitting of the input
text. Cleaning is removing unwanted characters such as non-Amharic texts and other unnecessary
characters for this study and tokenizing the input text into sentences and further the sentence is
further tokenized to words. In order to split the input text into a sentence, we have used three
punctuation marks such as a double colon (::), an Exclamation mark (!), and Question Mark (?) to
indicate the end of a sentence. After the input sentence is split to sentence, the sentence is further
split into tokens. For example, if the input sentence is "ANCY9° @L TICH0 %L:" and “L&l: T4
10?7 then the tokenization components split the input sentence as follows: - Suppose if the
sentence is like this “ANCY9° @ $ 1cen %L =" this sentence includes $ symbol inside Amharic
sentence. So, this problem is solved under preprocessing module. the Keras provides tokenizer

function in order to clear such type of symbol.

READ InputText
R sentences in inputText
SPLIT sentences into SingleSentence//depend on end punctuation (e.g #,?)
FOR SingleSentence in Sentences
SPLIT SingleSentence into Words// tokenized sentence using white space
FOR each Wi in Words //Where Wi,i=1,2,3,...,n n is number of sentence.
Add Wi to TokenizedSentence
End For
End For
End For

Algorithm 3. 1 Tokenization module
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3.3.2 Morphology based post tagging

The next component of the proposed Amharic grammar error detection is morphology-based post
tagging. This component appears after segmenting or splitting the input text into tokens, the
morphology-based post tagging component accepts input tokens from the tokenization component
and it assigns the corresponding tag value for each token from morphologically annotated tokens
database. Because to identify whether the sentence is correct or incorrect first the input sentence
must be morphologically tagged. The feature of words may be number, gender, person, tense part
of speech, and others. So, in order to identify the morphology of each word morphologically tagger
corpus is prepared in consultation with language experts. The tagging procedure is taking place in
word by word, after tagging each token in the sentence, the tagged tokens have combined to form
a sentence. The algorithm 3.2 shows how the morphological information of tokens are tagged. It

tells detail steps and procedures in order to tag morphological information words.

TokenizedSentence, MorphologyBasedTaggedCorpus
FOR Wi in TokenizedSentence
IF Wi in MorphologyBasedTaggedCorpus
ADD Wi tagOf Wi in TagedSentence
ELSE
ADD Wi tagOf Wi is Null
-END For

Algorithm 3. 2 Morphology-based post tagging
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Table 3. 1 Sample morphology-based tag description

Tag Name Description

ADJ p Adjective plural in number

ADJ s Adjective singular in number

ADJ m Adjective masculine in gender

ADJ f Adjective feminine in gender

ADJ sm3 Adjective singular in number masculine in gender third person

ADJ sf3 Adjective singular in number feminine in gender third person

ADV Adverb

ADV_PERF Adverb perfective in tense

ADV_IMPRF Adverb in imperfective in tense

N_Ssm3 Noun with subject singular masculine in number third person

PUNC Punctuation marks excluding end Punctuation

ENDPUNC End Punctuation tells the end of the sentence

N_p Noun plural in number.

N_s Noun singular in number.

N_sm3 Noun singular in number, masculine in gender.

N_sf Noun singular in number, feminine in gender

N_sml Noun singular in number, masculine in gender, first-person.

N_sf2 Noun singular in number, masculine in gender and second person.
V_GER_Ssm3 | Gerundive verb, singular in number and masculine in gender.
V_IMPF_Ssf3 Imperfective verb, singular in number, feminine in gender and third person
V_PERF_Ssm2 | Perfective verb, singular in number, masculine in gender and second person.
V_JUSS p3 Jussive verb, plural in number, third-person

V_IMPF_Ssm3 | Imperfective verb with the subject (singular, masculine and third person) and
_Osm3 object (singular masculine third person)

VP_PERF_Sp3 | Perfective verb with the subject (plural third person) and object (singular
_Osm3 masculine third person)

V_GER_Ssm3 | gerundive verb with the subject (singular masculine third person)
VREL_PERF_S | Perfective verb with a subject singular masculine third person and object
sm3_0sm3 singular masculine third person.

Let us take one simples’ sentence “A‘- aom- =" in order to tag this sentence the tagger searches
this two words A and @?m- from the morphologically tagged corpus. The result after
morphologically tagged this sentence the result have like this “A‘t- PROP_p3 eom- V_PERF_Sp3
2 PUNC,” PROP_Sp3 tells the word is the third person plural pronoun and V_PERF_Sp3 tells the

word is a perfective plural verb.
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Let us see one complex sentence: - a2, hH? ANANS AG7H NATPAR 9PHFaP AP T Aav] ACTS Ab
LY A0t @ A18COMATY. A2AIATU? hATF@- = so, the result of this sentence after

morphologically tagging is as follows.

N_sm3>  AH<N_p>  Aa0ans<V_IMPFA p2>  A97rr<N_p2>  (47Ah<NP_sm3>
Po1tFavt<\VP_IMPF_Sp2> aoF<N_p> aer<V_IMPF_Sp2> I<PUNC> Ac¢79<NC_sm3>
A:<PRON_s1> hHU<PRONP>  AAT<N>  @+h<N>  A7&50NFu-<VP_SP1 Op2>
Fea2ATFU<V_IMPF_Sp2> 2<PUNC> hafao-<V_PERF_Ssm3_Op3> =<ENDPUNC>

Figure 3. 2 Sample Amharic morphology-based tagger

3.3.3 Tag splitting

After morphologically tagging the input text the next component of the proposed system is tag
splitting. The function of this component is to split Amharic text from its morphology feature. For
example, from this tagged sentence, we can filter its morphological feature from these two
sentences.

Example 1. a>(,<N_sm3> AH7 <N _p> a-0a0s <V_IMPFA_p2> A97rt  <N_p2>0a9°Ah
<NP_sm3>¢99t4av<VVP_IMPF_Sp2> a®+ <N_p> aer<V_IMPF_Sp2>!<PUNC>
AC19<NC_sm3>a:<PRON_s1>hHU<PRONP>AANT<N>@-3<N>h7e&c0oMAT-<VP_Spl_Op2>
T TU-<V_IMPF_Sp2>? <PUNC> AnF@- <V_PERF_Ssm3_Op3> z:<ENDPUNC>

Example 2. Fa#d <ADJ> AZT<N_p> 4%<V_PERF_Sp3> :<ENDPUNC>

Finally, the above sentence after splitting component after the output of morphologically tagged
sentence as follows:

Example 1. N_sm3 N_p V_IMPFA p2 N_p2 NP_sm3 VP_IMPF_Sp2 N_p V_IMPF_Sp2 PUNC
NC_sm3 PRON_s1 PRONP N N VP_Spl Op2 V_IMPF_Sp2 PUNC V_PERF _Ssm3_Op3
ENDPUNC.

Example 2.ADJ p N_p V_PERF_Sp3 ENDPUNC
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After splitting the morphological feature of words, the next component of the proposed system is
sequence padding. The length of the dataset in our corpus is not equal. So, in order to predict each
sequence equally the length of each sequence should be equal. In our case we used 100 as
maximum length sequence. If the sequence of text is less than the maximum length of the sequence
then the adding ‘0’ to each sequence until it fulfils the maximum length of a sequence. The Keras
library provides “pad sequences” function to pad sequences sentences. Padding may be pre or post.

We are padding tag sequences with maximum length 100 sequences.

For example: from the above Ambharic sentence. +a® AST 29.: the result after tokenized and
morphologically tagged is +a$ <ADJ> aZT<N_p> %4<V_PERF_Sp3> =<ENDPUNC>.At the
same time this sentence after tag splitting is ADJ_p N_pV_PERF_Sp3 ENDPUNC. After splitting
morphological feature of words from Amharic text the next thing is sequence padding. So, let as
pad two different length tag sequence from example 1 and example 2.

Example 1. PRON N NP ADV_IMPF NP CONJ NP N N N V_PERF_Ssm3 N V_PERF_Ssm3
NC_sm3 VP_PERF_Sp3 Osm3 NP_sf3 N.p N NP N VN_sm3 V_GER_Sp3 ENDPUNC,
Example 2. ADJ_p N_p V_PERF_Sp3 ENDPUNC

After padding the sequence with maximum length is as follows: -
Example 1: [46, 1, 2,18,2,41,2,1,1,1,7,1,7,85,51,52,4,1,2,1,14, 12, 3]
Example 2. [33, 4, 13, 3]

When the maximum pad length =100

Examplel [000.. 4133]
Example2 [000..14123]

In this study, Algorithm 3.3. presented below is used for Amharic morphological Tag

splitting.
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Read TaggedSentence, TaggedCorpus
Set TaggSplit=""
FOR each TaggedSentence in TaggedCorpus
split TaggedSentence by ENDPUNC
End For
FOR each Tagglist in TaggedSentence
split Tgglist from Tokens
ADD taglist in TaggSplitCorpus
End for

Algorithm 3. 3 Tag splitting module

3.4 Word Embedding

In order to represent words in dense representation or in word vectors we use word embedding
layer. Word embedding is defined as representation of words or documents in dense vector
representation. Keras library provides embedding layer in order to represent words in unique
integer. Therefore, the function of the word embedding component in this proposed system is to
represent the output of the sequence padding component into real dense representation. The main
function of embedding layer in this model is reducing the size input to low dimensional space

After padding the sequence of tags, we need to change those morphological features into dense
vector representation. Because, bidirectional long short-term memory network accepts input in
vector representation only. In Keras library, the embedding layer has 3 arguments, such as input
dimension, output dimension and input length. We have chosen 100 input length because the
maximum number of sequences in our dataset is near to hundred but not greater than this. The
number of vocabulary size is total number of unique tags sequences. We have used 32 output
dimension and 100 input length. So, after representing sequence into dense vector representation,
the output have input to BiLSTM module.so embedding (vocabulary size, 32, 100) is input to the

Bidirectional recurrent neural network.
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3.5 Bidirectional LSTM

BIiLSTM is the modified version of long short-term memory recurrent neural network. The
BiLSTM recurrent neural network checks the sequence of vectors in forward direction and
backward direction. so, this type algorithm is better for sequence checking because the error may
be at the beginning or at the end of the sentence. and BiLSTM solves the problem of vanishing

gradient problem that arises from recurrent neural network.

This proposed model has certain layers such as input layer, embedding layer, BILSTM layer,
Dense Layer, dropout, SoftMax. BILSTM are followed by in our model after representing the
sequence of tags in vector representation. After changing the tag sequence into a sequence of real
value vectors, the next component of the proposed system is BiLSTM module. BiLSTM accepts
input from word embedding component, that means the output of word embedding component is
the input to long short term recurrent neural network. As shown in figure 3.1 the output of the
embedding layer is given to BILSTM layer, which means (None, 100, and 100) is the output of the
word embedding layer, which contains features vectors. For example, in our model the shape of
embedding layer is (None, 32, 100). So, the BILSTM layer changes this shape in to (None, 32), so
we have used 32 neurons. The BILSTM network learns the sequence feature vector in forward and
backward direction this helps to predict correctly. Therefore, in our proposed model has both
LSTM and BILSTM. During training additional layer are important such as dropout layer in order
to minimize overfitting and underfitting of a model. So, in this proposed model 0.5 dropout layer
are used because during training, the gap between training accuracy and validation accuracy is
high, and also the gap between training loss and validation loss is high, so in order to minimize
this problem we add dropout layer to my model. The dense layer changes the input data to output
data by adding bias and some activation function.so, the output of BILSTM layer is given to dense
layer. The dense layer accepts input from BiLSTM layer with a dimension of 32 and produce six
dimensions. Because we have six classes such as adjective-noun disagreement, adverb-verb
disagreement, correct class, incorrect word sequence, subject-verb disagreement and object-verb
disagreement. Therefore, the function of dense layer is minimizing the dimensionality of
bidirectional long short-term memory recurrent neural network into exact number of classes.

Finally, SoftMax classifier assigns to each number of class based on probability distribution. So,
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this classifier displays six different decimal points since we have six labels in our dataset, so, after

SoftMax classifier the type of grammar error disagreement have displayed.

Suppose T1, T2, T3, ..., TN, where N is number of morphologically tag sequences in the sentence.
After changing the TN into integers values using dictionary mapping of tags into D1, D2, D3, ...,
DN where D is dictionary mapping of tags. then the corresponding sequences of integer values

have padded.
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Figure 3.3 sample flow diagram for proposed system
Generally, the above figure worked as follows: -

T(W1,W2,W3, ..., WN)=T1,T2,T3, ..., TN.
D(T1,T2,T3, ..., TN)=D1,D2,D3, ..., DN.
E(D1,D2,D3, ..., DN )=Em1,Em2,Em3, ..., EmN.
B(Em1,Em2,Em3, ..., EmN)=Bil,Bi2,Bi3,...,BiN.
L(Bil, Bi2,Bi3,...,BiN)=y1,y2,y3, ..., yn.

Y Y1+Y2+Y3, ... +yN=g
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Where T1, T2, T3, ..., TN refers to sequences of morphologically tagged tokens.
D1, D2, D3, ..., Dn refers to dictionary mapping of sequences of integers

Eml, Em2, Em3, ..., EmN refers to embedding of sequences of Integers.

Bil, Bi2, Bi3, ..., BiN refers to Bidirectional recurrent neural network.

Y1, Y2, Y3, ...., YN refers to the output of each bidirectional recurrent neural network,
and g represents the final result of grammar checker.

3.6 Demonstration

Generally, the overall model of our proposed Amharic grammar error detection is worked as

follows. Let us see the following six Amharic sentence as an example.

ANTD 3 HGTE 2104\ =
nneL m L1064 =

£6L: 904 (1A =

ANO N OAF =

AATC? TREC AP AhT =
7000 1 01 Adet =

o 0 bk~ w D P

As shown in the figure 3.1, the first component of the proposed model is tokenization. Under the
tokenization component, the function of this component is cleaning non-Ambharic sentences and
tokenizing the sentence into words. For example, in the first sentence, there is an English letter ‘a’,
therefore we have removed from Ambharic sentence under this component. After tokenizing the
sentence into tokens, the next component is finding the morphological feature of the tokens. So,

the morphological information of the above six sentences are as follows: -

haoo-N_Ssm3 +47+ ADV_PERF #1204 V_IMPRF_Ssm3 = EDNPUNC
nne N_Ssm3 17 ADV_IMPRF #1204 V_IMPRF_Ssm3 = EDNPUNC
242 N_Ssm3 94 N 1A V_PERF_Ssm3 = EDNPUNC

A00 N_Ssm3 0o N 0aF V_PERF_Ssf3 = EDNPUNC

aaq™y N_Ssm3 rec ADJ_p a9 N ha-+ V_PERF_Sp3 = EDNPUNC
m .0 N_Ssm3 15 ADJ_p 091 N Ad- V_PERF_Sp3 = EDNPUNC

o a ~ w N E

39

—
| —



After finding the morphological information each word in a sentence, the next component is tag
splitting, which means splitting the tag sequence from a morphologically tagged sentence.
Removing Amharic sentence from tag sequence is important to reduce or minimize the
computational time of the system and also the model have learned training data easily, because
many different Amharic words may have the same morphological information. For example, when
we the first word of all six sentences have a different name but all of the words have the same

morphological information as shown below.

1. N_Ssm3 ADV_PERF V_IMPRF_Ssm3 EDNPUNC
2. N_Ssm3 ADV_IMPRF V_IMPRF_Ssm3 EDNPUNC
3. N_Ssm3 N V_PERF_Ssm3 EDNPUNC

4. N_Ssm3N V_PERF_Ssf3 EDNPUNC

5. N_Ssm3 ADJ p NV_PERF_Sp3 EDNPUNC

6. N_Ssm3 ADJ p NV_PERF_Sp3 EDNPUNC

The next component of the proposed Amharic grammar error detection is sequence padding. From
the example, we can see that all six sentences have different length. However, in deep learning the
length of the data should be the same size, we must feed a matrix of normalized values, that means
all the tokens in the sentence should have the same length. For example, the result of the sentence

after padding is as shown below.

[[1 7 4 2 @]
[1 8 4 2 8]
[1 3 9 2 8]
[1 318 2 8]
[1 5 3 6 2]
[1 5 3 6 2]]

The result shows that the first four sentences have the same length and the last two sentences have
the same length. So, it needs to pad the first to sentence by replacing “0” to each sentence, because
the largest sentence in this example has five tokens to, which is greater than the other four
sentences so the value of padding have five or ‘5°. So, it needs an additional one ‘0’ at the end of

the begging of the sentence.
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After padding, the input data have given to the embedding layer. The function of this component
is representing the data with dense vector representation. Because in order to feed the data to deep
learning model the input data should be normalized and it must be in the form of vector
representation. The other main advantage of word embedding is representing making the large

dimensional space to low, so the model has learned efficiently.

In order to use deep learning models for natural language processing, it needs to transform words
into a numeric representation. There are many methods in order to convert words into vector space
such as word2vec, Glove, Keras embedding layer and others. So, in our case in order to represent
words in vector representation, we use Keras embedding layer which little bit similar to word2vec,
but the difference is word2vec is the unsupervised method in order to make similar words together
in the embedding space. However, Keras embedding is a supervised method which learns depends
on the data in input (Jason, 2019). Generally, in order to find words into the context, we have train
word2vec. For example, To tell if “@++” is a likely word given the “&evt- ma+:=> So, in this
sentence we expect word2vec. However, Keras embedding is learned as a layer of LSTM, the
LSTM is trained in order to predict whatever you went. For example, we train for grammar
checking or sentiment analysis, the difference is the data that we input. So, embedding layer learn
features for a specific problem. The other importance of embedding layer is to minimize high
dimensional space to low dimensional space that means, minimizing the input feature space to

smaller one.

Suppose if we give vocabulary size ‘11’ which is the number of unique words and the embedding
length is ‘5’ and the size of the input length should be the same with the length of the largest
sentence. so, in our case the input length is ‘.50 when we see the result, each token of a sentence
has represented with five values. And also, words having the same name are represented with the
same vector representation. All of the sentence having padding value ‘0 ‘also represented with the
same vector. Look at the first four-sentence, when we see the embedding value of the last word is

the same which is represented to ‘0’

41

—
| —



LI el saas 2. aZaoaals —-aS.agafgesSs -2 .22=3:sE8591 S .Ee2Eslszs]
B 2F7oa4TIET 2. aZg7o925 —S.azayvascayw 2. alla1las —2 .23 TIASSE]
-3l ana= S.aal>g992 2.21lZ2817a7F —-S.82=Z53262 2. eaEssssT]
2L 2TF2IITE BB ESTTF L= = L= R S s = = 2.a2z2os5=59 2.2alassas]

e e L= 2.azxoa2TFT11E —S.azaSerFE9 2.ESgssal1z —@uaZEsszez] ]

el Eaas 2. azangE2s —S.eaaffce=Es -2 . 22=3s852901 2.e2EIsls2s]
BRI AELE —S.a=z551az=zE 2.a8z34=2215%59 —-S.a8z2=290a8=22 2.2l
e e L= S.aalagoo2 S2.21Z2817a7F —-S.22=Z53252 2.sasEgassT]
L2BAZ2TFTIITE —D.SBESSEESTT 2. Bagmeal]l S =2 .a2zos559 2.aalass3E]
- EBEEa D AR 2. azxzoaz2711= —a.azaSerTES S L.EIgasa] 3 S aZEEsz2eEx] ]

~BlESEcas 2. az2z2a8s50a8a2s —S.agafifcesEs - 2.82=3585691 2 .E2EIZs1s23]
.2ATSIT1aS —S2..aZoa5 195 —S.alazxz;aal 2.a22o002811% 2.2Z2o995191]
2252131 —2.a3zZ259189 D..24a9Z2288E -—-S.aa97=== - .BasEzs23]
21T I2I3ITE —S.EBZEEE&ETT . @adasa] S =2 .E2zasEsEa 2 .EElasssEaE]
e e L= 2. azxza92711= —-S.azaser7=E4 2.E83g3ssaF 2 2ZsE5282] ]

Al Eoas 2. aZ2Zahm0haeaz2s —S.agaficesEs —-2.8233865691 2.2 E1229]
LBLTESI1IaS —-2..axZosSsles —S.ala=zz=aal S.a22oos11%S 2.aZoeasl1a1]
-E3zlazasas 2.8z 5E7 S.@aas=Eass S .al2d4l1=s0sE 2 .Ee2EraTsE]
. EBA12TFIITE S .BZE5EaTTF LE-J e L B e =t = 2 .a82z2as5=53 2.aElesssaE]
- B s 2. azx92711=% —-S.azashe7=S9 2.E83322a]F o2 .2Z2Z3E5282] ]

s e e = = 2. aZasbeazls —S.agaafEssesEs -2 .82z 591 2.aZ23El1229]
-EasnsTIan 2. azxasxESE S.az=E=Tal2l -2 .@lsLsss32]1 —S.S2szarTas]
.21 7azlasn -2 .azxoas519s —~S.alazz3aal 2.eZ2oosl1l1s 2.aeZ2aessl1ael ]
. E2ES8EEEE —2.8Z8T7eSE4 —f.88Zxeary7aey ¥ —2.8983381ls —f.axsTFezas]
BN 2TFI2IFE —F.AZEEESTT 2. Bagagal]l D9 2. @228 559 2.2alass3E]]

-2l EsaD 2. a8ZacgEalE —a.e@aaZfEeEs 2. 82=s285951 2 .E2EElaS]
-aanLSFIan 2. azxas:ESs S..az=Fal2l —2.@31lSs25531 -—S@.a22szaeFas]
. B1T7eZ1as - 2.a929a5195 —-S.a8laz333al 2.az2o98511% 2.e2eosl1=e1 ]
EBEEEESEEEEs —2.89Z8T7eS34 .88z aey T —f2.8983381ls —f.aexsTezae]
L2BAZ2TFTIITE —D.SBESSEESTT 2. Bagmeal]l S =2 .a2zos559 2.2alass35]11]

mlnlalnla e el e W e T T T T I e T T T T N e T T T T B e T T T
GEO0E G000 00000 GA00G0 0O0G00 AGAG0

Figure 3.4 A dense vector representation of pad sequences

Finally the last component of our model is BILSTM. The function of this component is learning
the sequence the input data to predict the exact class of the sentence. so, in this example, the input
for BILSTM is the output of the embedding layer. Let us take the last sentence from the example
above, input diminution of BiLSTM have “5,5,5”. Therefore, the Bidirectional recurrent neural
network has worked as follows below in the figure. every word in the sentence is its unique vector
representation. Each of the dense vectors is input to the forward and backwards direction. after
learning the sequence. We have a dense layer having six neurons and SoftMax classifier. Finally,
the classifier classifies based on each probability distribution. so, the output of this sentence has
“AND”, which stands for adjective-noun disagreement. Because the adjective of the sentence tells

plural but the noun is singular.
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Figure 3.5 steps to grammar checker using BILSTM

Finally, the last component of our model is Bidirectional long short-term memory recurrent neural
network. The function of this component is learning the sequence the input data to predict the exact
class of the sentence. so, in this example, the input for BILSTM is the output of the embedding
layer. Let us take the last sentence from the example above, input diminution of BiLSTM have
“5,5,5”. Therefore, the Bidirectional recurrent neural network has worked as follows below in the
figure. every word in the sentence is its unique vector representation. Each of the dense vectors is
input to the forward and backwards direction. after learning the sequence. We have a dense layer
having six neurons and SoftMax classifier. Finally, the classifier classifies based on each
probability distribution. so, the output of this sentence has “AND”, which stands for adjective-

noun disagreement. Because the adjective of the sentence tells plural but the noun is singular.
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CHAPTER FOUR: RESULTS AND DISCUSSION

4.1 Overview

One of the aims of this research is to develop a prototype of a deep learning-based Amharic
grammar error detection. The prototypes include Preprocessing, tokenization, morphology-based
tagger, word embedding, and Long Short-Term Memory models. So, in this chapter, we have
discussed grammar checker evaluation metrics, corpus preparation for training data, and
morphology-based tagger. We have also discussed experimental details and evaluation results of

grammatical error checking.

4.2 Data Collection and Preparation

The first activity of a deep learning-based grammar checker system is data collection and
preparation. We have collected around 7,000 sentences from different sources such as
Contemporary Amharic Corpus (CACO), Walta Information Center and we have collected from
various sources such as Newspapers, sport, News articles, Ethiopian News Agency, Magazines,
Fictions, Historic Novel, Short stories, History books, Politics book, Children’s book, and Amharic
Bible. However, we have used only 3,881 sentences having 50,000 tokens. The data set has
contained both the correct and incorrect sentence. The incorrect sentence contains different types
such as incorrect word sequence, subject-verb disagreement, object-verb disagreement, Adverb-
verb disagreement, and subject-verb disagreement. To make the data suitable for my proposed
system it needs further processing, so we prepared a morphologically annotated corpus to detect

agreement errors such as number, gender, person, and tense agreement errors.

After collocating data from a different source, it needs further preparation or preprocessing of the
data. So, we have prepared a morphologically tagged corpus which contains around 120,000
words. The feature of words may be gender, number, person, and tense. For instance, the morph
syntactic information of the word “@P@F” can be written as “eeM-+V_PERF_Ssf3” that means the

given word is a perfective verb, singular in person, masculine in gender and third person.

We have prepared three corpus files the first one is morphing syntactically tagged corpus. The
corpus contains collection sentences that are morphed syntactically each word in a sentence is

given. The second corpus that we have prepared is a morph syntactically tagged tokens or a tagger
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database. The third corpus is our proposed system training data. The dataset that we have prepared
have different size for each class for example for correct 1312, for Adjective-Noun disagreement
249 sentence, for Adverb-Verb disagreement 504 sentence, for Object-Verb disagreement 564
sentence, for Subject-Verb disagreement 750 sentences, and incorrect word sequence, 500
sentences are prepared for both training and testing case Generally, figure 4.1 shows a sample
morphology-based annotated corpus database which contains a list of tokens and its corresponding

token information.

1 ®f /¥ V PERF Ssf3 2221 NFSVFTOAAY ADV_PERF
© OM®INPE NP p "eALY PORC" NP
© ¢mPAtPO-4 VREL IMPF Sp3 423 5o N
nA®$®3} N sm3 224 NP
Lm0 V IMPF Sp3 522 o-h PREP
g e o 2006 g PRONP
A Sl ot 522 £214 N
NEH0Y N sm3 " o
S Ao V_PERF Sp3 st i
10 oI7F Np :‘:"”A :
ACEF0Y N_sm3 or PREPD
.2 Ané4&A¥  V_PERF_Ssf3 .. ol "
= '1":’“ m}jﬁgn 234 ME2MAN VP IMPF Ssm3
223 AM#O4PA  V GER Sp3
! Av PRON_sm3 273 NANFEO- N p e
16 Mt PRON_p2 7 MSHMSOMY  ADV PERF
17 an PRON p3 NEm N
: A ADJ sm3 _ eiicht N
Ean (¥ V_PERF_Ssf3 2240 4180 V_PERF Sp3
S St N_Ssm3 2241 Aedicht®s  NPC
21 - AUX Ssm3 104! ANCH NP
ANN N_Ssm3 1043 DAF N
23 P N_Ssm3 2244 an gy L0 N p
S4 NpPRA - NP 5224 1 PUNC
5wy N sm3 2246 AmePRS NC_p
, #A\Am»  VREL PERF Sp3 224 AdF PRON p
ER T VPN Y S240 munend N
Sy 2 V_PERF Sp3 S48 Msanny VP_PERF Sp3 Osm3
PWNGY  N_sm3 2250 eefichts | NPC
YALYEY NP sm3 '
== Hyper Text Markup Language file

Figure 4. 1 sample morphology-based annotation dictionary database
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FerkA <ADJE> eyichs <N> by <NUMCR> hakh <ADJ p> renim <NbEm <V PERF Ssmd> :<ENDEUNC)

st <NE> 44t <N> ioe® <NE> 9 <N> eabio <V ERF Ssmd Op3> o <ADJ> 4hi <V JUSS Sp3> :<ENDEUNC)

hmag <N> h752 <NUMP> & <NUMCR> asgnam <ADJ_sm3>+zm A picer > Al <V_PERF_Ssm3> +{ENDPUNC

24 <NUME> s <N p>'had £ <NUME> amnam <ADJ p> #fnche <> e <N#inioa <V Ger Sp3> :<ENDEUNC

e <> 1 <> 1o <ADV IHEE> etk <> em <> hypa <V BERP Ssm3b =<ENDEUNC)

th <NB> k@ <> ¥puck <> nenio <ADV INPF> havk <> Jm <V PERF Sp3> :<ENDEUNCH

07#04 <NE> 1MCs NE> e <> dné N> At <VE THEF Sp3> hanees < am3> mhnsh <VN sm3>iest <V PERF 55635 :<ENDEUNC)
ferel <NE> hda <> e % <N> eur-mamh <> e N> 7e%m4 <N smd> hptuek <VE PERF 3363> 10 UK Ssm3> «<ENDEUNC
aetpes <ADJ SE3> nasvh <NE> b <> h29 VNE> thseh <NE> by <N smd> 402 <V GER Sp3> i <V PERF Sp3> :<ENDEUNC
s <NE> ok <NE> 2cEsp <ADJ> tggih <N> nens <NE> 220 <N smd> 1 <ADV IMER> Emeit <V TNPF 5543> :<ENDEUNC)

RUg vk <N_Sm3> hat <> #rig <NE> dmpecro- <VE IMER Semd> ack <> i <NE> ey <N_sm3> wrv <V_ERF Ssed> <ENDEUNC
#940 <ADJ s3> ph CADJE> Ak <> g Q> A% <> nig <V PERE Ssnd> :<CENDEUNC)

iittpee <ADJsm3> win <N_Ssm3> em <N Samd> et N <V PERE Ssmd> «<ENDEUNC)

Kibkpee <ADJ sm3> kit <ADJ> hn <N Ssmd> i N <V PERT Sam3> =CENDEUNC)

fhah hnr<NE> ¢2m <ADJ> @iz <N p> aung <N> mizs <V FERF Spd> <ENDEUNC)

wink N> ey <ADI> phch <NE> mgpos <N p> ameck <NE> higk <V PERF Samd> <ENDEUNC

#940 <ADJ_sm3> wetvh <ADJE> haekp <> ¢k <> A% N> heg <V BERF Ssm3> «<ENDEUNC)

#940 <ADJ s3> ph CADJE> habky <> gk Q> A N> hig <V PERE Ssmd> :<ENDEUNC

@itk N> p4ifik <ADJE B> eickc <NEC> Miahbs <N> mhzpe¥s <N p> hé¢a <V PERF Ssmd> «<ENDEUNC)

Fiawi NEC> iec <> devit <N sm3> pic <ADJ> pa <N Ssm3> hig <V PERF Ssm3> «<ENDEUNC)

ook <NE> mhd <> 498 <ADJ> 1cmhea <N Ssmd> yek <N Ssm3> hix <V PERF Semd> <ENDEUNC)

R0 <ADJE s3> %y <NE> e <N> micht <N> 226 <> hamk <V_TNEF Ssmd Qsnd> :<ENDEUNC>

Mise <ADJE> fiae <NE> mesih N> PemC N> +4P <> 44sm <V PERF Samd> «<ENDEUNC)

i NE> @y N> #euck N> nenae- <ADV INPED amp N> pAms) W_IMPF_SSM‘; +<ENDEUNC>

heke <> neme <ADV_IMEE> midb-nche <ADJE> 04240 <ADJ> ¥ikh <> bt N> iewinga <VE IMEF S£3> #na <V PERF Samd> :GE
Rk s <N sm3> wem <N> g <NE> ampec- <VE IMEF Ssmd> ok <> e <NE> £95 <N> A1 <V PERF Sam3> «<ENDEUNC)

i NB p> e > e > x> e N> ck N> 8Ama <V THEF Ssm3> 404 <V PERF Samd> CENDEUNC)

iy <> 7008, <NUMCR> heth <N p> nhi-+9an <NE> #mgm <> a8y NE> weEhh N p> 408 <V_PERF_Ssm3> ={ENDPUNC>

b N> hrhg: <NE> m-{mr:ma <NE> poyphéa <VREL PERF Samd> migp <YN> hoe nc <N A <VE_INPF Semd> 1o <AUK Ssmd> :<EN
Wk <N> nena > piib-hChe <ADJE> 04208 <ADJ> 98+ 0> bt <N> Wianca <V INEF Sef3> 4nia <V PERF Samd> :<ENDEUNC)

Figure 4. 2 Sample morph-syntactic information of sentence.
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NUMP ADJ p N ADJ VE_PERF S=m3 N V_PERF Ssm3 AUX Ssm3 ENDPUNC,AND As
NP ADJ N p PREP N EREP VN sm3 V_PERF Ssm3 ENDEUNC,AND
N ADJP P NEC N N V_PERF Ssm3 ENDEUNC,AND
4 2DJP N 8sf3 N Ssm3 NP N V_PERF Sp3 ENDPUNC,2ND
5 NP NNADJp NP NV PERF Ssm3 ENDEUNC,END
6 N NPC N VREL PERF Sp3 ADJ p N V_PERF Ssn3 ENDEUNC,AND
ADV_IMPRF NUMCR N p NUMP N N NP N VREL PERF Sp3 NUMCR N p YN VN p3 NP N N N V_PERF Ssm3 ENDEUNC,2VD
§ NP N N ADV_IMPRF NUMCR N p NUMP N N NP N NC VREL PERF Sp3 NP p N N p VN sud V_PERF Ssmd ENDEUNC,AVD
5 N ADV_IMPRF NUMCR N p ADJ NP N PRONP NC N N p NC p NUMCR NP N p VN sm3 ADJ sm3 N Ssn3 V GER 8p3 ENDFUNC,AVD
10 NP N NP ADV_IMPRFCNUMCR N p VREL PERF S=m3 Opm3 N ADJ VN sn3 NP N ADJP NP N p N N V_PERF Ssn3 ENDRUNC,AVD
I1 NP N ADV_INPRF NUMCR N p N N NP N VE_JUS_Ssm3 Op3 NUMCR N p NP N VN_sm3 NP N N V_PERF Ssm3 ENDEUNC,AVD
12 NP N ADJ N N N VE_IMPF Ssm3 V_PERF Ssm3 ENDEUNC,CORRECT
13 PRON 2DJ sm3 N Ssud NP N N ADJ V_PERF Ssm3 ENDEUNC, CORRECT
14 NUMP ADJ p N p ADJ VP PERF Sam3 N V_PERF Ssm3 AUX S=m3 ENDPUNC,CORRECT
15 NP ADJ N FREP N FREP VN sm3 V_PERF Ssm3 ENDPUNC,CORRECT
16 N ADV_IMPF ADJP ADJ N N VP_IMPF Ssf3 V_PERF Ssm3 ENDPUNC,CORRECT
17 NUMCR NP N NP NUMCR N NUMCR V_PERF Ssm3 ENDEUNC, INWS
18 N p NP PREP AUX Ssm3 N p N N NC p ENDEUNC, INWS
15 NUMCR NP NUMCR V_PERF Ssm3 N NP NUMCR N ENDEUNC, INWS
20 N VREL INGF Ssm3 Osm3 VREL IMPF Ssm3 Osm3 NP N AUK Ssm3 N ADV ENDEUNC, INWS
21 Ne N N_su3 PRON NP V2_IMPF Ssm3 N N_smd N V_PERF Ssf3 ENDRUNC,SVD
22 N N_su3 NP NC N ADJ p N p ADJ VN V_PERF Sp3 ENDEUNC,SVD
23 Ne ADJRC ADJ NP N sm3 NP N p VP PREP AUX Ssm3 ENDBUNC,SUD
24 NP N_sm3 N N NUMCR NC p N N NP V_PERF 8sf3 ENDEUNC,SVD
5 DJ sm3 N N Ssn3 N 3sm3 NP N NP N VP_PERF Ssm3 Osm3 V_PERF Sp3 ENDRUNC,SVD
6 N2_sm3 N VREL INPF 3sm3 N VN_sm3 N p NP NP VE_IMPF Sp3 V_PERF Ssm3 ENDEUNC,SVD
NUMCR VREL IMPF Ssm3 NP N sm3 ¥ _PERF 3sf3 ENDEUNC,OVD
@ NNPpNp VN snd V_PERF Ssf3 ENDEUNC,OVD
5 NP N NP p N Ssm3 V_PERF 8sf3 ENDPUNC,OVD
N VREL PERF Sp3 NUMCR N sm3 V_PERF 8sf3 ENDEUNC,OVD
31 N N VREL INEF Sp3 N_sm3 V_FERF Ssf3 ENDEUNC,OVD
32 NP N NUMCR NUMCR N p V_PERF Ssm3 ENDPUNC,OVD
3 NUMCR N p N ERE N_sn3 V_PERF 8p3 ENDEUNC,OVI

L

The

Figure 4. 3 Sample training data sequence of tags and its target value.

The figure 4.3 shows, the dataset contains six class such as AVD, AND, INWS, CORRECT, OVD
and SVD. Because the most common errors in Amharic are Adjective-noun disagreement, adverb-
verb disagreement, subject-verb disagreement, object-verb disagreement and incorrect word

sequence error (Tensou & Yaregal, 2014), ( Baye Yimam, 1995)
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4.3 Development environment

In this study, we have used certain supporting tools such as Keras, Tensorflow, HornMorpho.
HornMorpho is used to morphologically analyze Amharic words. Tensorflow is a powerful library
that makes deep learning faster. Keras is user friendly and provides certain python libraries .and
other python libraries that used to enable developers to use optimized algorithms and implements
popular machine learning techniques in classification. Some of the important python libraries used
in this study are discussed below

a) Scikit-learn is the main machine learning library that contains features of various classification,
regression, and clustering. It also built on NumPy, SciPy, and Matplotlib provides tools for data
analysis and data mining.

b) NumPy is provided with mathematical functions that can be used in many calculations and also
with an n-dimensional array object in the dataset.

c) Matplotlib is the most important visualization libraries to analyze the data. It is a scientific
plotting library usually to plot histograms, scatter graphs, lines, ROC curves, and other graphic
diagrams.

d) Pandas is used for data analysis it can take multi-dimensional arrays as input and produce
charts/graphs. Pandas may take a table with columns of different datatypes. It may ingest data from
various data files and databases like SQL, Excel, CSV, and so on.

4.4 Implementation

Experiments are done based on the prototype developed with Keras (TensorFlow as a backend) on
Intel Core ™ {7-7500U CPU, and 8 GB of RAM. The proposed model is trained for 100 epochs,
a batch size of 32, and a starting or initial learning rate of 0.001 (1e-3). The data is partitioned into
training and testing dataset such that 70 percent of the data is assigned for training the model and
30 percent of the data is allotted for testing and 80 percent of the data is assigned for training the

model and 20 percent of the data is allotted for testing.

Deep learning based Amharic grammar error detection is implemented using long short-term
memory and bidirectional long short-term memory recurrent neural network. In this study, the
prototype of the system used Tokenization of words, morphology-based POS tagged corpus of
Ambharic language, Tag sequence splitting, Sequence padding, word embedding, Amharic

grammar error detector and several development tools.
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Components available on a User interface is designed for tagging a sentence (see figure 4.4) and
for tag splitting (see figure 4.5) are described below.

Input area: is used to accept Amharic texts from users.

Tag sentence button: is used to morphological analysis the feature of each Amharic word.

Split tagged sentence button: It is used to split sequence Amharic words from its morphological
feature.

Check Grammar button: is used to predict Amharic grammar error the input sequence of
morphological feature of the corresponding Amharic sentence using trained model. Finally, it
displays one of the following class like noun-adjective disagreement, subject-verb-object
disagreement, adverb-verb disagreement, object-verb disagreement, incorrect word sequence and

correct class.

B MainWindow — O >

REN TNTAREFTIT ERALC NAPTFT Frtt PRARRTT TIRHE RPHHOE 1o =

Enter Sentance

Split Taged Sentance Check Grammar Clear

A&7 ADI EnSAEPTIE NC_p BAfSC NP Ad®Fy N_p Fh+ VREL_PERF_Ssm3 FAARRYE NP T3a+& N AF-+HIE V_PERF_Ssm3
s AUX_Ssm3 = ENDPUNC

Figure 4. 4 user interface for tagging a sentence
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B MainWindow — O X

ADIMNC_p NP N_p VREL_PERF_Ssm3 MNP M V_PERF_Ssm3 AUX_Ssm3 ENDPUNC

Enter Sentance

Tag Sentance |Split Taged Sentance Check Grammar Clear

ADJIMNC_p MNP N_p VREL_PERF_Ssm3 NP N V_PERF_Ssm3 ALIX_Ssm3 EMDPUNC

Figure 4. 5 user interface for tag splitting

4.5 Performance evaluation and Testing

To check the performance of deep learning-based Amharic grammar error detection evaluation
and testing is important. So, we have used the following hyper parameters, such as epoch, batch
size, learning rate, drop out, and Adam optimizer. We have evaluated the performance of the
system using confusion metrics such as recall, precision and f1 measure (see table 4.1). We
selected those evaluation metrics because the size of the dataset is an imbalance; as a result
accuracy may not predict exactly, so confusion matrix is mandatory to evaluate the performance

of the system.
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True Positives - These are the correctly predicted positive as positive which means that the value
of the actual class is positive and the value of the predicted class is also positive.

True Negatives - These are the correctly predicted as negative values which means that the value
of the actual class negative and the value of the predicted class negative.

False Positives — It shows the actual class is negative but the classifier predicted as positive.
False Negatives —The actual class is positive but the classifier predicts as negative. The other

evaluation metrics are described.

Table 4.1. evaluation matrix

Metric Formula Description
Accuracy __ TP+FN Overall performance of
TP+FN+FP+TN
the model
Precision TP How the  positive
TP + FP

description is accurate

Recall TP Coverage of actual
TP + FN positive samples
F1-Score o * Precison - Recall The harmonic means of
Precison+Recall

precision and recall

The prepared dataset contains six class those are Adjective-Noun-Disagreement (AND), Adverb-
Verb-Disagreement (AVD), Object-Verb Disagreement (OVD), Incorrect Word Sequence and
Correct class. The size of the dataset that we have prepared is 4321. The number of data for each
class is different, that means the data set is imbalanced. So, to improve the performance of deep
learning-based Amharic grammar error detection it needs to increase or balances the dataset.
Therefore, to increase the size of the dataset, we have resampled the dataset from 3881 to 5059.

Generally, the figure below shows the total number of data for each class.
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CORRECT 1559

TNWS 7ea
ANVD 7ea
5VD Joa
AND 7ea
ovD 7ea

Mame: Target, dtype: intéd

Figure 4. 6 total number of the data for each class

After resampling the dataset we have split the data set into a training set and test set using 70/30
and 80/20 ratio .which means 70% and 80% of the data is for training and 30% and 20% of the
data is allocated for testing .further more from the training dataset we have split 20 % for
validation. The training dataset in we checked the performance of the system with the above ratio.
We have checked the dataset with different epoch values and batch size values. However, we got
better result when the epoch value is 100 and 64 batch size. So, the proposed deep learning-based
Amharic grammar error detection is trained with epoch 100. We got a better result with those
epoch values. And also, we check the batch size with 64. We add dropout layer in order to

minimize overfitting and underfitting.

Generally, we checked the system with different hyperparameters such as epoch, batch size,
learning rate, optimizer, dropout with 70/30 ratio, and 80/20 ratio. We have checked those
parameters in both long short-term memory and bidirectional long short-term memory network.
The reason for choosing both LSTM and BIiLSTM is a long-short term memory network checks
the sequence of tags in a forward direction but bidirectional long short-term memory checks the
sequence of tags in both forward and backward direction. The class names or labels are represented
with a number starting from 0 to 5. Adjective noun disagreement is represented by 0, adverb verb
by 1, correct by 2, incorrect word sequence by 3, object-verb by 4 and subject-verb disagreement

represented by 5.
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4.5.1 Test result using bidirectional long short-term memory (BiLSTM)
In bidirectional long short-term memory network, we have used the following parameters such as

epoch=100, batch size=64, Adam optimizer with learning rate 0.01 and dropout=0.5.

The above figure shows the performance of the proposed system when we are applying bi-direction
long short-term memory with epoch 64 and batch size 100. We are splitting the dataset with 80%
for training and 20% for validation and 20% for testing.as the performance shows the training
accuracy is around 91%, and the validation accuracy is 86% and the testing accuracy shows

approximately 88.89%.
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Layer (type) Output Shape Param #

input_3 (InputLayer) (HNone, 1@@) =]
embedding 3 (Embedding) (Mone, 188, 32) 2752
bidirectional_3 (Bidirection (Hone, 64) 16648
dense_3 (Dense) (Hone, &) 390

Total params: 19,7382
Trainable params: 19,782
MNon-trainable params: 8

Train on 3879 samples, validate on 77@ samples
Epoch 1/188
3879/36879 [ =] - 4s Ims/step - loss: 1.3957 - acc: ©.4479 - val loss: 8.938@ - val_acc: 9.6865

Epoch 8@@81l: val_acc improved from -inf to 8.6864%, saving model to weights.hdfs
Epoch 2/1@8
3879/3879 [ =] - 35 1ms/step - loss: 8.9411 - acc: 8.6161 - val_loss: 8.8526 - val_acc: @.6688

Epoch @2ee2: val_acc improved from ©.68649 to 8.66883, saving model to weights.hdfs
Epoch 3/188
3872/3e79 [ =] - 35 1ms/step - loss: B8.7759 - acc: ©.6299 - val_loss: 98.6981 - val_acc: @.7247

Epoch @@898: wval_acc did not improve from 8.86883
Epoch 99/188
3a72/3e79 [ ] - 45 Ims/step - loss: ©.2947 - acc: ©.8876 - val_loss: ©.4887 - val_acc: @.8597

Epoch @@89%: wval_acc did not improve from 8.86883
Epoch 1@@/18@
3879/3879 [ ] - 45 Ims/step - loss: ©.2827 - acc: ©.8954 - val_loss: ©.4199

val_acc: @.8636

Epoch 8@188: val acc did not improve from 8.86883
training Accuracy is @.9187.

testing Accuracy is @.888%9.

F-measure is ©.8994.

Recall is ©.8889.

Precision is ©.8983.

Keppa Score is @.8983.

precision recall fi1-score support

2 B8.99 B8.85 B8.91 163

1 1.66 B.98 B.99 147

2 .74 8.98 8.81 219

3 8.96 8.97 8.96 138

4 8.94 8.98 8.92 144

5 8.8 8.74 8.78 152

accuracy B.82 Q63
macro avg 6.91 B.80 B.98 963
weighted avg .98 B8.89 8.89 963

4. 7 shows the performance of BiLSTM with epoch 100 and 80/20 splitting ratio
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Figure 4. 8 confusion matrix for BiLSTM with 80/20

The above figure 4.8 shows the confusion matrix and loss value. The confusion matrix shows that
how many of the data is predicted actual class and incorrectly classified for example the first class
in Adjective-Noun disagreement, 138 sentences are predicted correctly and 25 sentences are
incorrectly classified.in adverb-verb disagreement, the model predicts 144 sentences correctly and
the 3 sentences are wrongly classified as a correct class. From 219 correct sentence, the model
correctly predicts 197 sentences and 22 sentences are classified incorrectly. Generally, when we
are splitting the dataset with 80/20 ratio and validated with 20% and applying on bidirectional long
short-term memory, the performance of the proposed system is 88.89 % accuracy, 89 % f1,88.89%

recall, and 89% precision.
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Traing loss and validation loss using BiLSTM

Training loss
- Validation loss

05 -

0 20 20 &0 80 100

Traing accuracy and validation accuracy using BiLSTM

o
w0

o
o

——  TJraining Accuracy
- Validation Accuracy

0 20 40 60 80 100

Figure 4. 9 Accuracy and loss for training and validation with BiLSTM 80/20 ratio

Figure 4.9 shown above tells about the performance of bidirectional long short-term memory with
80% of the data set is allocated for training and 20% the data is assigned for testing. So, training

loss and validation loss of the model is 0.28 and 0.41 respectively.
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Layer {type) output sShape Param #
input_4 (InputLayer) (Mone, 18@) a
embedding_4 (Embedding) (Mone, 1@8, 22) 2192
bidirectional_s& (eidirection (Mone, &4) le842
dense_2 (Dense} (Mone, &) 222
Total params: 25,222
Trainable params: 25,222
Hen-trainable params: @
Epoch 95/100
2694/2694 | ] - 58 2ma/step - loss: 0.2004
Epoch 00095: wval acc did not improve from 0.88537¢
Epoch 96/100
2694/2694 | ] - 58 2ma/step - loss: 0.2075
Epoch 0009%6: val acc did not improve from 0.8857¢
Epoch 97/100
2694/2834 | ] - 52 Zmz/step - loss: 0.2354
Epoch 00097: wval acc did not improve from 0.8857¢
Epoch 98/100
2694/2694 [ 1 - 53 2ms/step - loz3: 0.2365
Epoch 00098: val acc did not improve from 0.88376
Epoch 33/100
2694/2694 [ 1 - 58 Zms/step - loss: 0.247%
Epoch 00099: val acc did not improve from 0.88376
Epoch 100/100
2694/2694 [ ] - 53 2ms/step - lozs: 0.2096
Epoch 00100: val acc did not improve from 0.88376
training Accuracy is 0.9513.
testing Accuracy is 0.8837.
F-measure is 0.8839.
Recall is 0.8837.
Precision is 0.8845.
Keppa Score is 0.8845,
precision recall fl-score  support
] 0.93 0.87 0.90 238
1 0.98 98 0.98 205
i 0.81 83 0.82 397
3 0.96 0.97 0.97 224
4 0.89 0.91 0.90 181
H 0.78 0.79 0.78 139
accuracy 1444
Macro avy 1444
weighted avyg 0.88 1444

Figure 4. 10 Performance of BiLSTM with 70/30 splitting ratio
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val loss:
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val loss:

val loss:
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From the above figure 4.10 shows the performance of Amharic grammar error detection when 70%

of the dataset is for training with epoch 100 and batch size 64. So, the experiment shows 88.37%
testing accuracy, 88.39% f1 measure, recall 88.37 % and 88.45% precision.

True Label

| --

predictedicted Label

4. 11 confusion matrix for BiLSTM with 70/30

58

——
| —



The experiment in figure 4.11 shows that the confusion matrix when we are using bidirectional

long short term memory with 70% the dataset is for training and 30% the data is for testing.as

shown in the figure, the confusion matrix tells the number of the sentence correctly classified and
Traing loss and validation loss using BiLSTM

—  Fraining loss
\ - Validation loss
\

Traing accuracy and validation accuracy using BILSTM

-

e —————

D.E [;_M/\’.—_—MVW\—WW
y

| ——  Training Accuracy
J — ‘falidation Accuracy

O iy 60 g0

Figure 4. 12 Accuracy and loss for train and validation with BiLSTM 70/30 ratio

incorrectly classified by other class. For example, for adjective-noun disagreement class from a
total of 238 sentences 208 sentences are classified correctly and the other 30 sentences are
classified incorrectly. If we take object-verb disagreement class from a total of 181 sentences only

165 sentences are predicted correctly and the other 16 sentences are classified incorrectly.

Figure 4.12 shows the accuracy and loss for training and validation using bidirectional long short-
term memory with 70% of the data is for training and 30% of the data is for testing the model. So,

training loss is 0.21 and 0.43 validation loss.

4.5.2 Test result using long short-term memory (LSTM)
The other type of deep learning algorithm is long short-term memory that checks sequence with

forwarding direction only. Hire also we are checked the performance with 80/20 and 70/30%
ratio.so the performance of the model is described below. Figure 4.13 above shows the
performance of long short-term memory network with 80% of the dataset is allocated for the
training set and 20% of the data is assigned for the test set.so the model performs 88.27 testing

accuracy and 94% training accuracy.
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output

{Mone,
embedding_ 9 (Embedding) (Mone, 1@a, 322) 8192
1stm_2 {(LSTM) (Mone, 32) z328
dense_3 (Dense) (None, &) 198

Total params:

16,718
Trainable params:

Mon-trainable params:

Train on 2879 samples,

Epoch 17188

a

15,718

validate on 778 samples

3879,/3879 [==============================

Epoch e2eal:
Epoch 27188

3879/3879 [==============================

Epoch 22e82:
Epoch 3/188

3879 3I8FTY [==============================

Epoch 97/10@

3879/3879 [wssssssssssssssssssssssssssmsn] - 45 Ims/step -

] - 55 2ms/step - loss:

] - 245 1ms/step - loss:

1 - 35 1ms/step

Epoch @@@57: wal_acc did not improve from @.87273

Epoch 58/188
2079/3879 [

Epoch e0e38: val_acc did not improve from @.87273

Epoch 93/ 1@8
3873/3879 [===

- 45 ims/step

Epoch @a833: val_acc did not improve from 8.87273

Epoch 1ed/1ea
3879/3879 [

Epoch ee1ld: wal_acc did not improve from 8.87273
training Accuracy 1s @.9465.
testing Accuracy is @.8827.

F-measure is @.8833.

Recall is @.88
Precision is @

7.
BES1.

keppa Score is @.8851.
precisicn

T T .

accuracy
macre avg
weighted avg

Figure 4. 13 performance of LSTM with epoch 100 and 80/20 splitting ratio
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8.2857 - acc:

B.4498

val_acc improved from -inf to @.53247, saving model to weights.hdfs

8.5574

val_acc improved from @.53247 to 8.868571, saving model to weights.hdfs
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B.9323
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Figure 4.14 shows confusion matrix that shows the overall performance of the LSTM model. It
shows the performance of each label. For instance, if we see the first label, from a total of 153

sentences 133 sentences are predicted correctly and 19 sentences are incorrectly classified as

correct class and one sentence are classified as adverb-verb disagreement.

—
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True Label

predictedicted Label

Figure 4. 14 confusion matrix for LSTM with 80/20

Traing loss and wvalidation loss using LSTM

Training loss
10 - — Walidation loss

o 20 40 50 a0 100

e e e S

Training Accuracy
— Walidation Accuracy

o 20 40 &0 a0 100

Figure 4. 15 Accuracy and loss for train and validation with LSTM 80/20 ratio
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Figure 4.15 shows the experimented result for long short-term memory with 70% of the dataset is
for the training set and 30% of the dataset is allocated for the testing set. We have trained the model
with 100 iterations with batch size 64. The performance of the model is 88% testing accuracy, 94%
training accuracy and, the model is evaluated with confusion matrix f1 score of 88%, recall 88%

and precision 88%.

Layer {type) Output sShape Param #
input_s (Inputisyer)  (Wonme, 1800 e
embedding_5 (Embedding) (Mone, lag, 22) 8192
1stm_5 {LSTM} ({Mone, 22} 8328
dense_5 {(Dense} (Mone, &) 198

Total params: 16,712

Trainable params: 1&,71@

Mon-trainable params: @

Train on 2694 samples, validate on 674 samples

Epoch 1/18a

2624/2694 [==============================] - £5 M5 /step - loss: 1,2928 - acc: ©.4321 - wal_loss: 1.@158 - val_zcc: @.5786

Epoch eeeel: val_acc improved from -inf to @.57864, saving model to weights.hdfs
Epoch 2/18a
2624,/2694 [==============================] - 35 1ms/step - loss: 2.9458 - acc: ©.56388 - wal_loss: @.5728 - val_acc: 8.7826

Epoch eeee2: val_acc improved from @.57864 o @.76261, saving model to weights.hdfs
Epoch 3/18a
2624,/2694 [==============================] - 35 1Ims/step - loss: 8.7343 - acc: @.7275 - wal_loss: @.58%¢ - val_acc: @.3627

gpoch 97/100

2694/2634 | ===) - 65 2ms/step - loss: @.1927 - 3CC: 9.9287 - val_loss: 9.4157 - val_acc: 9.8665

Epoch @ee97: val_acc did not improve from ©.87537
Epoch 98/1@e@
2694/2694 [===========s==z==z=z=z===z=z==z======] - 5§ 2ns/step - 105S: ©.2221 - acc: 0.9195 - val_loss: 9.43e2 - val_acc: 2.8665

Epoch eeess8: val_acc did not improve from ©.87537
Epoch 33/1e0
269472694 [wnnnsnsnsnnsnsnnnnnnnnnnnannen] - 65 2n5/5tep - loss: ©.2321 - acc: ©.9139% - val_loss: 9.4424 - val_acc: 2.8635

Epoch @2099: val_acc did not improve from @.87527
Epcch 1ee/1e9
2694/2894 [

] - 7s 2ns/step - loss: @.2112 - acc: ©.9187 - val_loss: 9.4535 - val_acc: 2.86@5

Epoch 2e19e: val_acc did not improve from 0.87537
training Accuracy is @.9421.
testing Accuracy is e.8809.
F-measure is e.8807.
Recall is @.88e9.
Precision is 9.8814.
Keppa Score is 9.8814,
precision recall f1-score  support

e e.94 2.91 e.92 233

1 .98 2.9% 2.98 209

2 2.81 8.8¢6 e.82 368

3 2.98 e.95 .96 219

4 e.87 2.388 e.88 287

H 2.78 2.73 e.7s 226

accuracy 2.88 1444
macre avg 2.389 2.8% 2.8° 1222
weighted avg 2.88 2.88 .88 1444

Figure 4. 16 performance of LSTM with epoch 100 and 70/30 splitting ratio
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Below figure 4.17 shows the confusion matrix that evaluates the overall performance of each label.

For instance, for label O total number of the tested sentences are 211, however, 22 sentences are

correctly classified as label 0 and others are wrongly classified as other classes. if we see label 1,

from a total of 200 sentences 198 sentences are correctly classified and 2 sentences are incorrectly

classified as a correct class.

True Label

0 1 2 3 4 5

=150

predictedicted Label

Figure 4. 17 confusion matrix for LSTM with 70/30

Figure 4.18 tells about the training accuracy and testing accuracy, training loss and validation loss.

When we are increasing the epoch the training loss and validation loss is decreasing, but training

63

——
| —



accuracy and validation accuracy are increasing. Generally, the training loss is 0.23 and validation
loss is 0.49.

Traing loss and validation loss using LSTM
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10 1 —— ‘Jalidation loss
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Figure 4. 18 Accuracy and loss for training and validation with LSTM 70/30

4.6 Discussion of Results

In this study, we have designed and developed a deep learning-based Amharic grammar error
detection that uses long short-term memory recurrent neural network and bidirectional long short-
term memory recurrent neural network. The proposed deep learning based Amharic error detection
system is evaluated for adjective-noun disagreement, adverb-verb disagreement, object-verb
disagreement, subject verb disagreement and incorrect word sequences. Generally, we have
detected Amharic sentence errors when adjective and noun disagree with number and gender,
adverb and verb disagree in tense, subject and verb (disagree in number, gender and person), object
and verb (disagree in number, gender and person), and incorrect word sequences (adjective-noun
disorder, adverb-verb disorder, object-verb disorder and, subject-object disorder ). Finally, we add

correct class in order to know if the input sentence is valid or not.
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we have evaluated the model by splitting the data set with 70/30 and 80/20 ratio for training and
testing respectively, and from training data we have taken 20% for validation. In order to train,
validate and test the model the following hyper parameters are used such as epoch =100, batch
size=64 and dropout=0.5, and Adam optimizer with default learning rate.

As the experiment shows that, the performance of the long short-term memory and bidirectional
memory is almost similar. However, bidirectional long short-term memory is a little bit better than
long short-term memory. BiLSTM performed 92% training accuracy and 88.89% testing accuracy
with 80/20 splitting ratio and 95% training accuracy and 88.37% testing accuracy with 70/30
splitting ratio. And also, the performance of splitting the dataset with 80/20 is better than splitting
’the data with 70/30%._The experiment shows that during training the model from one iteration to
another iteration the accuracy and loss is fluctuating. The reason behind this is because for each
iteration different sampled data are taken. So, in order to minimize this problem, we apply dropout
layer with 0.5 value. Generally, the detail comparison of the proposed system is shown in the table

below.

Since the model is evaluated through recall, precision, f1 measure, and confusion matrix it tells
how many of the sentence is correctly or incorrectly predicted by the model. The confusion matrix
shows the true positive, false positive, true negative and false negative. For example, figure 4.8
confusion matrix shows from a total of 163 randomly selected adjective noun disagreement
sentence 138 sentences are predicted as correctly and 25 sentences are predicted as in correctly.
From 147 adverb-verb disagreement sentences 144 sentences are correctly predicted and 3
sentences are in correctly predicted. From 219 correct sentence 197 sentence are correctly
predicted by the model and 22 sentences are incorrectly predicted. When we the false positive and
false negative for each class, from adjective-noun disagreement class 25 sentence are false
negative which are classified as others class. That means the actual class of those sentence are
adjective-noun disagreement calls but the model predicted as correct class and incorrect word order
class. 1 sentence is false positive, while the actual class of the sentence is adverb-verb
disagreement class but the model predicts as adjective-noun disagreement class. When we see
adverb-verb disagreement class ‘3’ sentences are true positive and there is no sentence incorrectly
predicted as other sentence which means false positive is ‘0’. for correct class, 22 sentences are

false negative and 69 sentences are false positive. Which means the actual class of 22 sentences
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are correct class but the model predicts as other class. For incorrect word sequence, 4 sentences
are false negative and 6 sentences are false positive. For object-verb disagreement class 14
sentences are false negative and 8 sentences are false positive. Finally, when we subject-verb
disagreement class 39 sentence are false positive and 23 sentences are false positive.

Generally, as confusion matrix shows that the model predicts most of the data correctly. However,
there are sentences which wrongly classified. The reason is that one sentence may have more than
one disagreement problems. For example, let see this simple sentence “A0N 77 A70F =~ when we
see subject of the sentence the word “ANN” it tells singular in number masculine in gender and third
person however the verb “A10F” is singular in number, famine in gender, third person and
perfective tense. So, there is subject-verb disagreement because the subject of the sentence does
not agree in gender with the verb that means the subject is masculine but the verb is feminine
Pender information. In the other case, when we see the tense agreement, the adverb “17” refers to
future tense but the verb refers to perfective tense. So, the sentence have adverb-verb disagreement

problem because the adverb refers future but the verb tells past tense.

Therefore, the above Amharic simple sentence have two disagreement problems which is adverb-
verb disagreement and subject-verb disagreement.so, in such like case the model may classify in
to both classes. Let as see another sentence “-F915@- N tIPUCT (LT (Lerdh 24P = when we see this
sentence actually it is correct sentence however the model predicts as subject-verb disagreement
problem because the subject ““F14@-” is singular in number but while the verb “¢a-¢°” tells plural
in number. So, in such like case the proposed model may not predict correctly. One of the cause is
the quality of morphological information of words which leads the model to predict incorrectly,

and also there is miss labeling of a training data.

Generally, as shown in the table above the performance of the two recurrent neural network
algorithms are a little bit different. So bi-directional long-short term memory network performs
better than long short-term memory. Because bi-directional long short-term memory checks the
sequence of tags in a forward direction and backward direction. However, the long short-term
memory model checks sequence only in the forward direction. When we see the data split ratio
80/20 ratio is better than 70/30, that means 80% of the dataset is for training and 20% of the dataset

for testing is better suited for our model.
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Figure 4. 20 comparsion of BiLSTM and LSTM

When we compared the proposed deep learning-based grammar error detection system with the
exiting grammar error detection systems the proposed model performed better than the existing
one. For example, in the previous research’s which is done by Aynadis & Yaregal (2013) achieves
92% precision and 94% recall for simple sentence and 67% precision and 90% recall. However,
the statistical-based Amharic grammar checker approach is tested using complex sentences in the
second test case and it achieves 63.76% of the errors are detected. In the second work by Aynadis
& Yaregal (2019), the grammar error detector result shows 68.18% subject-verb agreement, 20%
adverb-verb agreement, 81.25% object-verb agreement. Those two works are better performing
only for simple sentence but not for compound, complex and compound complex sentences. So,
the proposed model performed 89% recall,89% precision and 89% accuracy for all Amharic
simple, compound, complex and compound complex sentences. In the previous research’s features
are generated manually which is difficult to list down all rules because Amharic is morphologically
rich and complex language. However, the proposed system can generate and learn features
automatically.
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CHAPTER FIVE: CONCLUSION AND FUTURE WORK

5.1 Conclusion

This research work aimed to design and develop a deep learning-based Amharic grammar error
detection. The grammar checker’s modular components are preprocessing module (Tokenization
and morphology-based tagger, tag splitting), word embedding and Long Short-Term
Memory/bidirectional long short-term memory module. The preprocessing module is to clean the
input sentence and to tokenize the sentence and finally to tag the input sentence. After tagging
component, the next one is tag splitting. Tag splitting is to extract tags from sentences. After
extracting the next component is changing tags into word vector using word embedding. the final
component of the LSTM component, this component takes input from word embedding component
and predict the input sentence, to check the grammatically correct or not. We have trained and
test the proposed deep learning-based Amharic grammar error detection using a manually prepared
sentence. We have prepared three corpora such as morphologically tagged sentence,
morphologically tagged tokens and tag sequence corpus. The study has six labels such as subject-
verb disagreement, adjective verb disagreement, and incorrect word sequence, correct, object-verb
disagreement and adverb-verb disagreement, and also, we have prepared additional data set from

a collected corpus.

We have implemented a proposed system using python 3.7, Keras TensorFlow as a backend, Pyqt5
to design the user interface and HornMorpho to morphologically analyze the feature of Amharic
words. Finally, the performance of deep learning-based Amharic grammar error detection is
evaluated with confusion metric. The proposed model performs 88.89% accuracy, f1 measure of
89%, and recall of 88.89% and precision of 89%. However, the quality of morphologically
annotated Amharic sentence needs improvement specially for words having more than two
meaning and words that tells respect. Since Amharic is morphologically rich and complex
language it needs large morphologically annotated corpus. Due to those reasons the proposed

model did not correctly detect some sentences.
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5.2 Contribution of the study

The contribution of this study is listed below.
» We prepare a morphologically tagged corpus that contains 4321 sentences and 60,000
tokens.
» The study proposes the state-of-the-art deep learning approach to check Ambharic
grammar errors.

» The study contributes to the tagger model for the Amharic language.

5.3 Future work

We have done many works to design a model for deep learning-based Amharic grammar error
detection, and also the developed model and the morphologically annotated corpus will have used
to develop Amharic grammar error correction, machine translation and other NLP application
areas. however, in order to increase the performance of the system, still, it needs more work on

this area.in our point of view, and we suggest the following things.

> In this study we have considering only Amharic grammar error detector so we suggest to do
Amharic grammar error correction.

» We have used only 4300 morphologically annotated sentences, better result will be achieved
by building a large Amharic corpus that contains morphology feature of words, automatic
spelling checker and morphological analyzer.

» This study is done only by using LSTM and BiLSTM. However, we suggest checking other
deep learning algorithm such as encoder-decoder, Transformer neural network and adding
attention.

» We recommend also to extend the proposed approach for other local languages so as to design

a grammar checker.
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APPENDIX A
SAMPLE AMHARIC PART OF SPEECH TAGGING

1 <ADJ== Adjective
2 i MNoun
3 =VREL> relativized verb
4 =INURACE>== Number
5 == Terb
G =ENDPUNC=>= sentence end punc (Aratneth)
7 =P noun phrase
8 =WP>= verb phrase
o9 =INUMNP== number phrase with conjuction
10 =<PREP-= Preposition
11 NI erb
2 <ADJP>= Adjective phrase
13 === noun with conjuction
14 = ATIN= Adverb
15 =<PTUUNC=> Punctuation
16 =<INPC= noun phrase with conjuction
17 =AU = auxilary verbs
18 =PRONP=>= pronoun phrase
19 =COMNI= Conjuction
20 =INUKWIOER = Number
21 =P = wverb phrase with conjuction
22 =PROMN= Pronoun
23 <PR.OMNP{C>== pronoun phrase with conmction
24 <ADJIC= adjective with conjuction
25 =NC= wverbs with conjuction
26 =<PROMNC= pronoun with comjuction
27 —UMNC=
28 =ADIPC>== pronoun with conjunction
29 =IINT=
30 =INUMNC= number with conjunction
31 <MNLITMWPC>= number phrase with conjunctiomn
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APPENDIX B
SAMPLE CORRECT AMHARIC MORPHOLOGICALLY TAGGED
CORPUS

RTHHAd, <N> NATG <NP> PATINFD- <VREL PERF Ssm3 Opm3> ®hT <N> TCERFF <N p>  AWAMe® <NP> +HJE <V PERF Sp3» s<ENDPUNC>
=N <N> PRENT <NUMCR> A% <N> DAF® <ADJ> WeAT <N p> 1241 <VN sm3> kM#O0#¢ <V PERF Ssm3> =<ENDPUNC>

KYE <NOMCR> PhmehY <NP> PAC <N> AIC <N> "8 ¥l 5573" <NUMCR> +iih <V PERF Ssm3> =<ENDPUNC>

RYAYRA <NB> MOH <N> P70~ <VP PERF Ssm3> ®AT <N> ATt <N> ®AMY <VN>E®( <V PERF Ssm3> =<ENDPUNC>

APARS N> Al <NUMP> 3 “WAPT <NUMP> +ZEPT <N p> PACA# <NP> AUA <N> Kh4dA <V PERF Ssm3> s<ENDEUNC>

Pk <NE> IMRUH <N> DAY <N p> DAKEh <NP> ®hAhA <VN> hPh+=icF <VREL PERF Ssf3> 10+ <AUX Ssm3> =<ENDEUNC>

PRO-CT <NP> UNCE <N> KA <N> WICT <N p> KPIARCFFO- <N p> hAMR4 <NP> KM <V JUSS Sp2> =<ENDPUNC>

NNZ§ <NP> HY <N> A7CH <NP> ATt <N> P74 <VREL IMPF Sp3> M+PF <N p> -+hAk <V PERF Sp3> s<ENDPUNC>

N2 <H> hagH <NE> h 7 TAPY <NUME> AIC <N> NAR 0 <N> +77 <V PERF Ssn3> =<ENDEUNC>

ARD AN <> RLCht <> h125 MAPY QMBS AIC <> PmM <VREL IMPF Ssm3> Wi <N> +®RNAY <V IMPF Ssn3 Osm3> s<ENDPUNC>
HIE0D- <> AIMFIID- <ADIB> PUACHM <25 NFA <> BAGH <> NI2ADH <VP_PERF Ssm3 Osn3> +M&M® <V PERF Ssm3> s<ENDPUNC>
hibttea <N> ATMENC <NP>  PEATAPLY <NUME> AIC <N> M®4d <> WP <N> +{,® <V PERF Ssm3> s<ENDPUNC>

BRM1 <NP> hdd <N> Hl <N> NPCH0- <NP> 119 <NP> K18AH§ <VP IMPF Ssm3> -+MP¢ <V PERF Ssn3> =<ENDPUNC>

AATH <N> PURE <NE> MAZPPEE <NC p> POAR <NP> MRARP <N> MPY1FY <N p> MA@ <V PERF Ssn3> =<ENDPUNC>

NEo- <N> NG00 <NUMCR> AP+ ACOLPGH <N> P2CH <NE> PHING <NC> $Mé <N> PHY8A <V IMPF Ssn3> =<ENDPUNC>

NAPNT <NUME> RICF <N p> ARar <ADJP sm3> TAHEY <N> ERh> <NP> IAGPF <N p> Al <V PERF Sp3> =<ENDPUNC>

N™ <NP> hdd <N> AT <NP> PATO- <VREL PERF Ssm3 Opm3> AGA <ADJ> @I <VN sn3> +MEM <V PERF Ssn3> :<ENDEUNC>

Mh4 <NE> HY <N> BRYE TAPY <NOMP> 06 <N> ¥9%F <N p> +hA <N> +h4E <V PERF Ssm3> =<ENDPUNC>

oL <N sm3> ¥+|‘|mlb-_<vP_PERF_Ssm3> NEFF <NP p> ARFRG <NC> hflAG, <ADJ> EP4 <N> 30~ <AUX Ssm3> :<ENDPUNC>

BIFRGR <NE> MG <CONJ> BFRC <NP> TAHEWF <N p> RNH <NP> MIAGPT <N p> hihAAd <V PERF Sp3> =<ENDPUNC>

PREC <NP> BN <N> P1p <ADT> HHE <V GER Ssm3> KYRPRCT <VP TMPF Ssm3> ANIA7 <N> MP¢ <V _PERF Ssm3> n<ENDPUNC>

PACH: <NE> YN <N> (F <NUMCR> PATZh <NE> APAR <> Aé+¥¥Y <N p> h(<V PERF Ssn3> :<ENDPUNC>

ECEH <N> PCHY <N> DR <PREP> ®hNATD- Phek <> ARAR <NP> LiF <N> ABFF <V PERF Ssm3> =<ENDPUNC>

FPUCHFON <N p> PN <VREL PERF Sp3> PRYIIChE <NE> 47.PF <N p> MAJH <ADIP> ®PUCH <N> +A™% <V PERF Ssn3> :<ENDPUNC>
NP <NP> PUFe <VREL IMEF Sp3> ARPRPDY <N p> 35R <NUMCR> 797 <NUMCR> PAC <N> Al <V PERF Sp3» :<ENDPUNC>

ECEFR <N p> hST TAPY <NUMCR> AIC <N> NAR <NP> PTCERFF <NP p> 7MW+ <N> hhEM4 <V PERF Sp3> =<ENDPUNC>

RAfYRA <NE> MO <N> O/EPFY <N p> POPANRNG- <VP IMPF Ssm3 Osm3> +8P <N> hé <N> E0/ <V PERF Ssm3> :<ENDPUNC>
ANtk <N> N 36 TAPY <NDMP> AIC <> O, <N> PEYE <NP> MF <N> AhT0-LA <V GER Ssn3> =<ENDPUNC>

PHONEF <NP_p> PC IV <F> PUIAY <NP_sZ3> TEHRTR <N> M+ARLP <N> KOE <N> hRR$ <V PERF Ssm3> z<ENDPUNC>

®A+EES <N> hEHT <ADI> ®MA <N> ARPHIM <VP_PERF Sp3> +o4P3F <N p> fd™% <N> AM <V PERF Ssn3> =<ENDPONCS

PRNATS <NP> YEMTH <N> NAAP <NP> +PAAMT <N> AR <PREP> MRMPHRC <VP_IMPF Ssu3> +MA® <V PERF Ssm3> =<ENDPUNC>
AThhad <N> PATINFO- <VREL PERF Ssm3 Opm3> 17 <NUMCR> PHCH N4%F <N p> KATed <> ®hME <VN>E®¢ <V PERF Sp3> :<ENDPUNC>
MABrRE N> +PF N> AINE <UP TWPF Ssn3> MA®EA <VP THPF Ssnis> Mé% <> WE2/1 <UP THPF Ssmi> MARD <V TWPF Ssmis s<PNDPINCS
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APPENDIX C
SAMPLE ADJECTIVE-NOUN DISAGREEMENT TAGGED SENTENCE

CIAU% <N_Ssfl> AZEEP<ADT p> dNh <N> ORAT<V_IMPF Ss£3>:<ENDPUNC>

CBAETN sml> ALEEM<ADT p> y0-<AUX Ssm3>=<ENDEUNC:

CIRAT <N Ssm3>NiF <ADI>+7F <N p> Y0-<AUX Ssm3>#<ENDPUNC>

CIRAT™ <N sm3>IH<ADI> +760F <N p> 1r<AUX S$sn3>u<ENDEUNC>

CIAU% <N_sfl> ¢ <ADJ> ANNF<N p> H0AAF<V PERF Ssf3>#<ENDPUNC>

[IASH <N_sfl>®el <ADT> PA$F<N_p> ArOEP<VN IMPF Ssm3»s<ENDEUNC>

CIACYHPR <ADJ> ANINF<N_p>AAf<VREL PERF $s1>#<ENDPUNC>

Cl#P¢l- <ADT p> PP+ <ADJE> RYPAP <N> Gt <N> A¥ <> Alk <V _PERF p3> u<ENDPUNC>

CINHeRPRE- <ADJ sn3> KT <N $s£3> BOC <N _Ssm3> NG+t <NP>hiitd, <V_PERF Ssm3> #=<ENDPUNC>

CIKHRPRE <ADJ sm3> Wik <ADJ> AT <N 3s3> N4 <NE>Afitd <V _PERF Ssm3> :<ENDEUNC>

CIPREN KNN"<HE> $2P°F <ADJ> MPY4Y <N p> MUNC <N> MALk <V_PERF Sp3> =<ENDPUNC>

PIUAR <ADJP> PARPHF <NE p> MEYLH <N> PLPL <N> +%F N> +4%M0 <V PERF Ssm3> =<ENDEUNC>

PEM) <ADJE> BafiCh+ <N> A%+ <NUMCR> h&0 <ADT> TEISPHY <N p> EM/ <V PERF $sm3> u<ENDPUNC>

PRM) <ADTR> BafiCh+ <N> AP¥h <NUMCR> k&M <ADT> TEIATFY <N p> EM/ <V _PERF S$sm3> z<ENDPUNC>

PSHCAYENS <NEC> PPCh <NP> WY+ <N _p> eRAF <ADJP> ®IAGDF <N p> AMtAAd <V_PERF Sp3> :=<ENDPUNC>

tHRPS <ADT> FiedF <N p> hét <NOMCR> +hABTY <N_p> NIR <NP> kASN+ <V_PERF_Ssm3> =<ENDPUNC>

NinF <NUMCR> NPT <N p> F9¢F <ADT_p> URYIN> “)%%P <VN> 4E0%( <V_PERF_Ssm3> =<ENDEUNC>

Mh¥ <ADTE> NBF <N_Ssf3> AACU <N Ssm3> Phh <NP> ®emmMP <N> h#/fk <V_PERF Spa> =<ENDPUNC>

PRCTP <NE> A% <N> TUNC <N> K8&N <ADJ p> PA™% <NP> NhédE <N> 1R4 <V_PERF Ssm3> :<ENDPUNC»

RPELEE <N> NAETS <NPC> ANE4C <N> PHR$: <VREL PERF Sp3> #4h® <ADJ p> ORUS<N> KANAN <V_PERF Ssm3> z<ENDPUNC>

PaFFY <HP p> AFP <N> PIANGT <NE> ARAB<ADT p> Hirdh <N> MI&AM <VP_IMPF Ssm3> +M&m <V PERF Ssm3> =<ENDEUNC>

N24 <NUMP> h@®33 <N p> "h274 f" <NUMP> A"UMAMe <ADJ p> +AhChé <N> AMSPF <N p> +AT4PA <V Ger Spa> :=<ENDPUNC>

AtdSed <ADJT p> 474 <N> PRPUCY <NP> MCE <N> ®A/PPF <N p> EJF <N> +841 <V _PERF Ssm3> =<ENDEUNC>

“ihd <N> 31 A 130 <NDMCR> Wi#d <N> ENdde <NP> LY <ADJ> HCF <N p> ARhé@ <V PERF Ssm3> 0~ <AUX Ssm3> z<ENDPUNC>
RO <> ANAR <N p> NChd <ADJ p> % <N> $C00- <V _GER Sp3> Mihhé <N sn3> ah <N> AMONFA <V PERF Sp3 Osn3> =<ENDEUNC>
NARAME <N> OARHE <ADJ> APAH4 <N> N2 <NUMP> TAPY <NUMCR> AIC <N> AN <VP_IMPF Ssm3> 10~ <AUX Ssm3> =<ENDPUNC>

NA™é <NP> hAd <N> OAZFRP<ADT> hRZEEFR <N p> CARGL <N> AG-D <N> KIRTET <VP_IMPF Ssm3> MM <V PERF Ssm3> =<ENDEUNC>
PR <PRON> &% <ADJ sm3> h&F <N Ssf3> PPATE <NP> Ok <N> MP% <N> €% <ADJ> Uy <V_PERF Ssn3> =<ENDPUNC>

"h29 K" <NUMP> ATNAM <ADJ p> B7% <N> 0T <ADJ> PAIY <VE PERF Ssm3> +PUCH <N> APAM <V PERF Ssm3> ¥+ <AUX Ssm3> =<ENDEUNC:
"h29 A" <NUMP> ATNAM <ADJ p> B7% <N> 0T <ADJ> PALY <VE PERF Ssm3> +PUCH <N> APAM <V PERF Ssm3> ¥+ <AUX Ssm3> =<ENDEUNC>
"NPEhéd HEP" <NE> ARF <ADT> ARZEERF <N p> hhh <PREP> 4N <N> EZh <PREP> HCI4 <VN sn3> +MEM <V PERF Ssm3> =<ENDPUNC>
“ihk <N> etk <ADJE P> PACAS <NPC> Ki&Nté <N> ™AL <N> kh44A <V PERF Ssn3> =<ENDEUNC>
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APPENDIX D
SAMPLE ADVERB-VERB DISAGREEMENT TAGGED SENTENCE

CInhg P> HY > NUEMAD- <DV IMPF> APYE <> FCH N> +IRA <V PERF Ssnd> s<ENDPUNC:

PN P> TIE®YE > MPUCH <> NTEMAG DV IVPE> A} N> B4 <V PERF Sp3» s<ENDFUNC

FIntPHD- <ADIP sn3> AMF <> ®@A D> EAARA ADV> HMEE0e <V GER Sp3> NTL$MAD-ADV THPF> AMF <> AKIATM® <P> N¥+PA <V PERF Sp3><ENDPUNC
ClhChé <> NeME <D0V THPE> PRMP-hCH: CDIP> BAR4D D> #1E% 4> MAN <> KYRANAAT P PERF Ssf3> +9AR <V PERF Samd> :<ENDPUNC>

CIAEY <DV> &0l <ADJ> A <> ®ANAMIS <HC> N+MEP <DV THPF> A¥3hghl- < sud> WIR$MA <P FERF Ssn3> ANZE+PA <V GER Spd» s<ENDPUNC:

FINeme <DV IMPF> +APR <VEEL PERF Spd> TCERSF < p>  ARS®Y <V PERF Ssnd> HIEHY N snd> AhAC-+P4 <V GER Spi> w<ENDPUNC>

Cltahhen <> <PONC> N$MEF <DV IHPF> YALMY < snd> AMOMP P> NIEMZ <P PERF Ssnd> AhaD-¢P4 <V GER Spi> s<ENDPUNC>

FbChé <> NeMe <AV TMPF> EARE-hChe <ADIP> B4R <ADI> #1EH <A MMM > AIBHNEA <VP PERF Ssnd> +IAR <V PERF Ssnd> s<ENDPUNC:

lPmALE <> THD- <> $MEFE <ADV IMPE> NI8AD- <VP FERF Ssni> ADO-4®d <V GER Spi> s<ENDPINC:

Ao <ADV PERF>  DEE+ <> NPO/E0- <NP> EW4EA <V IMPF Ssmd> =<ENDPINC

Clnkreke <> L0650 MME> PRED P> BA <> Nhd &> N4ME <0V DPF-AAY <> NEP+E P> AhAC </ GER Ssnd> 044 <V CER Ssnd> =<ENDPUNC:
Cneme IV IHPE-AME <> AOE <NMCR>  BAghy NP> PAC <> B <UMCR> AIC <> hB513 <NUMP> W49 <> -HAM <V PERF Ssnd> s<ENDPUNC>

Fneme <DV IMPF> A+Md™E IDIF> UAZhA <> NT(A) <HP> AR <PREP> £7%A <V FERF Ssnd> u<ENDFUNC»

A <F> ®AYNFY <N p> PINF <VREL PERE Sp3> +4NPF <N p> &WC <> N$ME <ADV IMPF> N2K <MMP> M0/ <V PERF Ssn3> =<ENDPUNC>

CPHIRC <BP> 4I0NPF <K p>  #0C ANEME GIV DPERL <> NPT <N p> 129 QUMP> NAS, <> “IAPHY < snd> ACARHPA <V GER Sp3> =<ENDPUNC>
Clisme <DV INPE> NGPF < p> AOE GDI> B <> KIRAMG <VP FERF Spd> MEMFRY N pi> P+ <> NIECTAY <> MARA > HTOA <V GER Ssnd> =<ENDPUNC>
Cl#ME <ADV TNPF> Pm&mpP P> 79N <> ATN4LA VP DMPF> BT <> WIEY <> OMGeEY AP PERF Spi> AhAD-PA <V GER 5pd> =<ENDPUNC:

Cneme <DV IMPF>  AMad <N p> HCEY <N p> ATIARY NP> P4RZM <VREL PERF Sp3> M¢FF < pr O > ®UGFEY N pi> MEMPA <V GER Sp3> =<ENDPUNC
CIPARD NIN"<HP> $2%°% <AV PERE> MUY < p> TUNC <> BMACHE <V INPE Spi> s<ENDFUNCH

Fl42PAA <DV FERF> MASYS <NC> ACHe <> CONCAFD- <PRON> KPAAZCFFOY < p> TAGMAFE- N pd> PMAB-AA <V IMPF Ssnd> =<ENDPUNC

CIEECO P> L <> N$ME <DV IMPF> AL <> MEMLP <> OF <FREP> ASJU0AY <> 3tk VN snd> BABAA <V PERF Ssnd> w<ENDPUNC>

EINeme IV IHPF> A3 <> AIF <ADV> h300 <NUMCR> NAB <PREP> ARWHT <ADJ> AR <> hiSPF <N p> HBHPA <V GER Sp3> u<ENDPUNC>

CIeKéH <P> PR P> TMIBH <N$ME DV THPE>  #%P4 Q> 14 QKR ®EMG O sn3> BAODgA <V INPF Ssui> s<ENDPUNC

Clneme <AV IMPF> ACA <H> KOE TMCE>  PATANY <P> BAC <> 8.5555 <UMCR> iM% <N snd> Mih <> khADA <V GER Ssu3> =<ENDPONC>

CING&R kNN P> NeME <DV TMPF> A0V > IF <DV> N8 QTMP>  F QUMCR> URSH <> AR <PREP> M$F <> +(R74 <V GER Ssndy #<ENDPUNC>

Elneme <DV IHPF> KO <l> ERINA <HP> 0033 <> NOZED- NP> WPV NIMCR> B43€ <P> hbF < p> MNAh N sn3> BADAA <V PERF Ssn3> =<ENDFUNC>
EInnd <iF> ®AYNFY <N p> PANT <VREL PERE Sp3> +4NPF <N p> &MC <> N$ME <ADV TMPF> N2K <UMP> M/ <V PERF Ssn3> =<ENDPUNC>

CPHIEC <FP> #I0PF <& p>  #0C > M4ME IV INPE> AL <> +INPF & p> 029 QUNE> NAdh <> “APHY <N smi> AARHPA <V GER Sp3> :<ENDFUNC>
CIFRBCE <> BhF <> NAE- <ADV PERF> MURP <NP> NEHHE <P IMPF sf2> +OAY <V PERF Ssnd> w<ENDPUNC>

[lhdges <> NATAF P> NALD~ <ADV FERF> A18BR4E <VP TNPF Ssni> ATgh <> ¥%54% <N s3>  AMGhédF <V GER 3sf3> =<ENDPUNC

CleRtint®y P> KPE <> NAG- <AV PERF>  AYARA <NP> P78 <VREL IMPF Ssmd> WCHC <ADJ> M6% <> HJE <V PERF Ssnd> u<ENDPUNC:

EINPhbh <HE> ERHEREDD AP p> Dok > NALEn <DV PERF> 49/ <V FERF Ssnd> =<ENDFUNC>

CIhAeEM- <ATV PRRF>  AHFMT <NP> RIE™PQld <P TMPF Samis> +69/P4 <V GRR Snie n<FNDPINCS
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