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complications.  In developing countries, where maternalmortality is fourteen times higher 

than in high income countries, only 52% of pregnant women received the recommended 

number of antenatal care visits in 2014 (2, 16). 

In Africa, one study shows that  the proportion of pregnant women who attended the 

recommended four or more visits showedremarkable change from time to time ; for this 

education played a major role (17). 

In Ethiopia one study indicated that education, residence, mass media, marital status were 

associated with the utilization of antenatal care. While several studies focusing on 

determinants of antenatal care use in Ethiopia have beenpublished, they provide mixed 

results or identify several determinants as important. Thisstudy is therefore necessary to 

obtain an overall picture of which factors are importantand how much of an impact they 

have on antenatal care use.This information necessary forpolicy planners and program 

managers to identify gaps in the utilization of antenatal care, andto plan strategies to 

increase the utilization of services (2, 18). 

Another study in  Ethiopian demographic and health survey in 2016; 62 percent of 

women who gave birth in the five years preceding the survey received antenatal care 

from a skilled health care provider at least once for their last birth and only 32 percent 

had four or more ANC visits for their most recent live birth . Hence, this study intended 

to assess antenatal care utilization and its  factors affecting  among pregnant women in 

Debre Markos town (19). 

Health institution based cross-sectional study in Gonder town the strong positive 

association between level of care obtained during pregnancy and the use of safe delivery 

care might help explain why antenatal care could also be associated with reduced 

maternal mortality (20) 

 

1.3. Justification of the study 

Though antenatal care is one of the most effective interventions in reducing maternal 

mortality, there is limited evidence regarding the prevalence of antenatal care utilization 
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2. LITRATURE REVIEW  

2.1. Socio-demographic and economic factors 

In analysis of national survey data in seven countdown countries, strong predictors of 

ANC �L�Q�L�W�L�D�W�L�R�Q���D�Q�G���K�D�Y�L�Q�J���D���K�L�J�K�H�U���I�U�H�T�X�H�Q�F�\�������������R�I���Y�L�V�L�W�V���Z�H�U�H���Z�R�P�D�Q�¶�V���H�G�X�F�D�W�L�R�Q���D�Q�G��

household wealth. Gestational age at first visit, birth rank and preceding birth interval 

were generally negatively associated with initiating visits and with having four or more 

visits (8).  

Various studies have reported factors associated with late entry  to  ANC,  these  include   

demographic  and some socioeconomic   factors   such  as  maternal   age,   parity, 

maternal  educational  attainment,  place  of  residence, ethnicity  and  institutional  

delivery  as  well  as  early antenatal  care  use (21, 22).  

A study in Nepal  shows different ANC  coverage in sub- regions, approximately 65 

percent of women in the Terai received antenatal care (the highest rate in the country), 

while only 23 percent of women in the neighboring sub-region in the Hills received 

antenatal care (one of the lowest rates in the country (23). 

In a cross sectional survey in Pakistan, the frequency of utilization of antenatal care was 

(84.4%). Among those who never used the antenatal care, permission to use the facility 

and ignorance were the main reasons. Education of both the wife and husband with this 

regard must be worked upon (24). 

In a cross-sectional study done to evaluate the factors influencing the utilization of ante-

natal care services in a rural community in Nigeria, 113 (57%) of the respondentsutilized 

ante-natal care services in the community, while 87 (43%) did not. Maternal and 

Husbands educational status and mothers occupation has significant influence on ANC 

follow up (25).  

In another cross-sectional study in Nigeria 76.8% of the respondents attended ANC 

clinic. Residence, religion and maternal age has relation with ANC follow up (26).  
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A cross-sectional study design done in Kenya shows 93.8% of the respondents had at 

least one antenatal visit during their last pregnancy. Among them, 51.9% had four or 

more visits during their last pregnancy. About 65.6% respondents started their antenatal 

care visit during the first trimester. Parity was significantly associated with number of 

ANC visits andmothers with one child were almost twice more likely to have at least four 

ANC visits than mothers with more than one child (OR= 1.75; 95% CI: 1.06-2.93). 

Women with autonomy were six times more likely to have at least one ANC attendance 

(OR=5.95; 95%CI: 2.4-8.19) and 2.5 times more likely to have early ANC initiation 

(OR=2.50: 95%CI: 1.48-4.23) than women without autonomy. mothers who travel less 

than one hour had seven times more likely to have early ANC initiation (OR=6.91; 

95%CI: 1.72-12.1) and five times more likely to have at least 4 ANC visits than mothers 

who travel more than one hour (27). 

A study done by EDHS 2016, Prevalence of antenatal care utilization was 62.8%. 

maternal educational status of primary school (AOR = 1.8,95%CI:1.2, 2.6), maternal 

educational status of secondary school (AOR = 4.4, 95%CI: 1.1, 17.3), women who listen 

radio less than 1 per week (AOR = 1.9,95%CI:1.12,3.34), women who listen radio at 

least 1 per week (AOR = 2.6,95%CI:1.4,4.8), women in rich wealth quintile (AOR = 

1.9,95%CI: 1.1, 3.2) were factors positively associated with antenatal care utilization. 

However, women who had traditional belief (AOR = 0.1,95%CI: 0.02,0.49), and women 

who had five children and above (AOR = 0.6,95%CI: 0.3, 0.9) were factors associated 

negatively with antenatal care utilization (28).  

In a systematic review study in Ethiopia from 2002 to 2016 The prevalence of utilization 

of antenatal care services was 63.77% (95CI: 53.84�±75.54). It shows that a significant 

positive association was found between utilization of antenatal care and urban residence 

(OR = 1.92, 95%CI = 1.35�±2.72), women�¶�V�� �H�G�X�F�D�W�L�R�Q�� ���2�5�� � �� ������������ �������&�,�� 1.52�±2.37), 

�K�X�V�E�D�Q�G�¶�V�� �H�G�X�F�D�W�L�R�Q�� ���2�5�� � �� ������������ �������&�,�� � �� ���������±1.69) and planned pregnancy (OR = 

2.08, 95%CI = 1.45�±2.98). Based on narrative synthesis exposure to mass media, family 

income and accessibility of the service were strongly associated with utilization of 

antenatal care (2). 
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The EDHS 2011 shows that six in every ten Ethiopian women (57 percent) did not 

receive any antenatal care for their last birth in the five years preceding the survey. While 

this percentage is still substantial, it represents a marked decrease from 2005, when 72 

percent did not receive any antenatal care (18). 

Other national study result showed that only 30% of the women received antenatal care 

while 11% received assistance during delivery from health professional. Utilization of 

these services was very low among rural women as compared to those living in urban 

areas. Among factors educational status of the mother, household wealth, place of 

residence, birth order of the child and educational and occupational status of the husband 

were found to be strong indicators of utilization in the total sample of women (29). 

A cross-sectional study conducted in 2012 in Holeta town, central Ethiopia, to assess the 

determinants of maternal health care utilization revealed that 87% of the women had at 

least one antenatal visit during their last pregnancy. There was (a significant association 

P<0.05) between ANC attendance and some demographic, socio-economic and health 

related factors (age at last birth, literacy status of women, average monthly family 

income, media exposure, attitude towards pregnancy, knowledge on danger signs of 

pregnancy and presence of husband approval on ANC) (30). 

 

2.2. Health facility related factors 

Study done by WHO in South-East Asia shows  detection  of  preeclampsia  by  

widespread  use  of  quality antenatal  care,  education  and  training of  health  care  

providers  to  improve  their performance  and  increase  human  resources for  improved  

health  care (31). 

A cross-sectional study in Japan the prevalence of ANC follow up was very low (46.1%). 

significant predictors of ANC utilization (p-value < 0.05) were: distance (OR = 2.9, 95% 

CI = 1.1�±7.6), availability of public transportation (OR = 4.5, 95% CI = 2.0�±10.4), cost of 

service (OR = 4.6, 95% CI = 2.2�±9.6  cost of transportation (OR = 2.5, 95% CI = 1.1�±

5.7),) (32). 
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A community based cross-sectional study conducted in 2015 at Boricha, southern 

Ethiopia about 76.2% of the respondents were attended antenatal care., Number of 

pregnancy, number of live birth, place of delivery and the profession of birth attendants 

were significantly associated with antenatal care utilization (19).  

2.3. Obstetric related factors 

 A study at Dejen and Aneded woreda in 2014 shows 12.0% mothers attended focused 

antenatal care service. Marital status (single/divorce women), travelling more than one 

hour to obtain antenatal services and abortion history were significantly associated with 

focused antenatal care service utilization (33). 

A  study  conducted on  factors  influencing  antenatal care  service  utilization  in  

Hadiya  Zone  of  SouthernEthiopia  showed  that  68.2%  started  antenatal  care  visit 

during  the  second  trimester  of  pregnancy (34). 

Similar studydone in Yem special woreda revealed that 49.2% women made the first 

antenatal care visit during   their   second   trimester (35). 

In a study done at Womberma Woreda, North West Ethiopia utilization of antenatal care 

was slightly higher in urban areas, 213 (69.2%) than in rural areas, 373 (64.3%). 

Utilization of antenatal care was significantly associated and higher among mothers in 

rural areas with the age of 30 years or older, three or more live births, had a history of 

abortion and previous ANC visit. Mothers from urban area who were government 

employed were more likely to use the service. However, in both urban and rural areas, 

mothers who had a planned pregnancy and autonomy on health care decision making 

were found to be significantly associated and higher in utilizing the service (36). 

In another study at Debre Tabor, 35.3% of mothers attended focused antenatal care 

services. Age of mother, Educational status, history of still birth and planned pregnancy 

were found to be major predictors for focused ANC service utilization (17). 
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2.4. Conceptual framework 

 
 

 

 

  

 

 

 

 

 

 

 

 

 

 
Figure 1: Conceptual framework for factors affecting utilization of antenatal care  

adapted from Anderson and Newman Model (37). 
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3. OBJECTIVES 

3.1. General objective 

�¾  To assess prevalence of antental care service utilization and �L�W�¶�V associated factors 

among women of reproductive age groups in Debre Markos town, east Gojam 

administrative zone, Amhara regional state, Ethiopia, May 25 to June,25, 2021. 

3.2. Specific objectives 

�¾  To determine the prevalence of  utilization of antenatal care  services  of  

reproductive age women. 

�¾  To identify factors influencing the utilization of antenatal care services among 

women of reproductive age groups.  
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4. MATERIALS AND METHODS  

4.1. Study area and populations 

The study area is Debre markos Town located in the East gojam Zone of Amhara 

Regional State located, 265 km from the regional capital (Bahirdar) and 295 km from the 

capital of Ethiopia, AddisAbaba. Administratively, Debre markos town has 11 Kebeles 

(smallest administrative units) with a projected total population of 138,000 of which 

50.4% are females . According to the woreda office report (2013 EC), the proportion of 

Reproductive ages (15-49 years) are32803. Concerning major infrastructures and social 

facilities, about 91% of the total population has access to piped watersupply, good land 

transportation services andtelephone system.  In  the  study  area,  there  are  one  referral 

l  hospital, , three health  center  and sixteen private  clinics  and  twenty six  private  

pharmacies.  The economicpotential of Debremarkos Town includes 2 medium scale 

industries namely the oil factory , spaghetti and a biscuit. In the town there are also small-

scale industries like grinding mills bakeries and so on.   

4.2. Study design and study period 

A community based cross sectionalstudy design was employed from May 25 to June,25 

,2021. 

4.3. Source population 

All Women who gave birth within 1 year living in Debre Markos town were the source of  

population.    

4.4. Study population 

All women who gave birth  within 1year in the selected kebeles were included. 

4.5. Inclusion and exclusion criteria 

4.5.1. Inclusion criteria  

All women who gave birth within the last 1 year, voluntary for interview and their 

Permanent resident of the study area were included in the study. 
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4.5.2. Exclusioncriteria  

The parous Women were reused at the time of the interview was excluded from the 

Study. 

4.6. Sample size determination 

The Sample size determination was computed with the assumption of confidence interval  

of   95%,  Critical  value  z  =  �������������I�U�R�P���V�L�J�Q�L�I�L�F�D�Q�F�H���O�H�Y�H�O���.��� �������������G�H�J�U�H�H���R�I�����S�U�H�F�L�V�L�R�Q��

(w  =  0.05) and  p(prevalence of antenatal care) taken  from the previous study  of  

EDHS  2016  that was 62.8%(28).Then, the sample size was calculated using single 

population proportion formula as follows: 

 

Where, n= sample size  

 p= 62.8% (ANC prevalence rate  from previous study of  EDHS 2016  i.e. P= 0.628) 

 d=marginal error between sample and population (0.05) 

�=�.����� ���F�U�L�W�L�F�D�O���Y�D�O�X�H���D�W�����������F�R�Q�I�L�G�H�Q�F�H���L�Q�W�H�U�Y�D�O�������������� 

ni= 1.96*1.96*0.628*0.372/0.05*0.05=358 

Considering non response rate of 10%  

The total sample size will be ni= (358 + (10% * 358) =393 

Where:    ni=initial sample size   
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staff of Bahir Dar University. In addition, work of other authors such as research books, reports, 

journal articles and literature from the internet was also be used as secondary sources of data. 

3.8  Validity and Reliability  of the instruments Validity  

3.8.1 Validity  

Validity is �‡concerned with whether the findings are really about what they appear to be about�·��

(Saunders et al., 2007, p.150). It was important for us to get the right information from the 

questionnaire, in order to answer our second research question. It is diff icult to form questions 

that are understandable for the respondents and at the same time provide the researchers with the 

right information for the purpose. I tried to construct questions that answer my research 

question, but even if I believe that the questions measure what I wanted them to measure, I 

cannot be certain. Due to time constraints I was not able to conduct a pilot test of my 

questionnaire and this might affect the validity. The respondents may interpret the questions 

differently than intended by me. Reasons to this could be that the questions were wrongly 

formulated and/or that the questionnaire could not contain enough clarifications. However, 

these threats to validity could be reduced by the fact that I handed out the questionnaires in 

person and that I waited while each respondent filled out the questionnaire. This enabled them 

to ask me directly if  something was unclear. Since I awaited each respond�H�Q�W�¶�V���D�Q�Vwer, I had the 

possibility to see that the respondent was not influenced by others. So, to conclude I believe 

that I was able to reduce some of the threats to validity that can occur when using a 

questionnaire. 

3.8.2 Reliability  

The reliability of a research instrument concerns the extent to which the instrument yields the 

same results on repeated trials. Although unreliability is always present to a certain extent, 

there will generally be a good deal of consistency in the results of a quality instrument 

gathered at different times. The tendency toward consistency found in repeated measurements 

is referred to as reliability (Carmines & Zeller, 1979).  
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3.9  Variables and their Measurements  

There are seven (7) variables in the study: Purchase characteristic, security and reputation,  

advertising, product characteristics, website design quality and Support trust factors is the 

dependent variables) and �F�R�Q�V�X�P�H�U�V�¶�� �L�Q�L�W�L�D�O�� �W�U�X�V�W in e-commerce adoption is the dependent 

variable of the study. 

The independent variable of the study were measured by six constructs (Purchase characteristic, 

security and reputation, advertising, product characteristics, website design quality and Support 

factors in building initial trust factors), A total of 24 items (4 items for each of Purchase 

characteristic, security and reputation,  website design quality and product characteristics factors, 

5 items for support factor and 3 items for Advertising Factor) were used to measure such six 

independent variables which are previously validated by (Khodadadhoseini, Shirkhodaei & 

Kordnaeij 2010).  
 

The dependent variablethe (initial trust in e-commerce adoption) items were adapted from scales 

that are previously had developed and tested (with �&�U�R�Q�E�D�F�K�¶�V�D�O�S�K�D�!����90) by Dobing (1993) and 

Wrightsman (1991). All the variables of this study were measured based on a five-point scale 

ranging from 1 = strongly disagree to 5 = strongly agree developed.  

3.10 Data Analysis Techniques 

The multiple regression analysis was employed to test if there is a significant relationship 

between the six independent variables (Purchase characteristic, security and reputation, 

Advertising, product characteristics, Website design quality and Support trust factors) and 

dependent variables (�&�R�Q�V�X�P�H�U�V�¶�� �L�Q�L�W�L�D�O�� �W�U�X�V�W in e-commerce adoption).This is to reason that a 

multiple regression analysis is an appropriate technique for measuring the relationship between 

more than one independent variable and a dependent variable (Cohen et al., 2007; Pallant, 2007).  

Multiple regression analysis explains or predicts variation in a dependent (criterion) variable 

(�&�R�Q�V�X�P�H�U�V�¶�� �L�Q�L�W�L�D�O�� �W�U�X�V�W in e-commerce) because of the independent (predictor) variable 

(effective building initial trust factors). This analysis was performed through the Statistical 

Package for Social Sciences (SPSS) version 23 software. The model to be used in the study takes 

the form below: 
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3.11  SPECIFICATION OF THE MODEL 

�<��� ���.���������;�������������;�������������;�����������;�����������;�����������;���������L�� 

Where;  

Y= the dependent variable (�&�R�Q�V�X�P�H�U�V�¶���L�Q�L�W�L�D�O���W�U�X�V�W in e-commerce adoption)   

�.��- is the intercept term- constant which would be equal to the mean if all slope coefficients are 

0.  

�������� ����, �– Are constants regression coefficients representing the condition of the independent 

variables to the dependent variables.  

X1 �– Purchase characteristic,  

X2 �– security and reputation  

X3 �–Advertising 

X4 �– Product characteristics 

X5 �– Website design quality 

X6 �– Support and 

�� - (Extraneous) Error term  

3.12 Ethical Consideration  

Ethical considerations in research are critical. Therefore, data collected from respondents used 

only for the research purpose and kept confidential. The researchers do not mention the names of 

the respondents and their response was voluntary. The researcher also tried to give proper 

acknowledgment or credit for all contribution to research.  Participants highly advised and 

encouraged to give honest and genuine answer, opinion, suggestion in the area of the study. It 

was obligatory and essential not to break ethical rules. Ethical issues cannot be ignored because 

they relate directly to the integrity of the research (Bryman and Bell, 2007) and it is a way to do 

the work honestly and responsibly. The literature that to be used in this research work as an 

article, journals and other sources are appropriately have cited and referenced to avoid 

plagiarism. When I was contact the academic staffs, they were willing to participate, and I told them 

what I want to investigate. The respondents were granted with all kind of confidentiality because the topic 

I have investigated can be intimate and personal. 
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CHAPTER FOUR 

DATA ANALYSIS AND RESULT PRESENTATION 

     4. Introduction  
This chapter consists in two sections. Firstly, the descriptive analysis of customers conducted 

regarding general information of respondents and respondents E- Commerce behavior. The 

�V�H�F�R�Q�G���V�H�F�W�L�R�Q���S�U�H�V�H�Q�W�V���W�K�H���U�H�V�S�R�Q�G�H�Q�W���¶�H- commerce. The goal of this study was to investigate 

the main factors. To examine the collected data in line with the overall objective of the research 

undertaking, statistical procedures were using SPSS 23. It provides a detail analysis on the inputs 

collected through self-administered questionnaire. In this chapter, the findings of the study 

presented here. Descriptive statistics used for demographic factors and correlation and regression 

analysis were conducted for scale typed questionnaires. The entire questionnaires attached at the 

back.  

In this chapter different tests and employees background information of respondents, using 

descriptive statistics (mean and standard deviation), and correlation and regression analysis were 

performed. For the purpose of analysis SPSS version 23 were used. Finally, the summery of the 

results were presented.  

4.1. Data Analysis  

4.1.1. Response Rate 
A total of 189 (one hundred eighty-nine) structured questionnaires were distributed to the 

academic staffs of Bahir Dar University. From them 145 questionnaires were returned which are 

76.7% response rates. Therefore, the analysis of this study is based on the number of 

questionnaires collected.  

      Table 4.1 Response rate 

Item Response rate 

No Percent 

Sample size 189 100% 

Collected‘ 145 76.7% 

Uncollected 44 23.3% 
Source: Own survey  
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From the above table, out of 189 distributed questionnaire 145(76.7%) were collected while 

44(23.3%) of the questionnaire remained uncollected. Moreover, from the collected 

questionnaire i.e.145, 15 questionnaires were not fill ed properly and completely. Therefore, 

analysis was made based on the responses obtained from 130 questionnaires. 

4.1.2 Demographic  Characteristics  
Demographic characteristics of the respondents regarding gender, age, educational level, Internet 

Accessibility in day and Online shopping experiences in the previous 6 months are presented in 

Table 4.2.  

Table 4.2 Demographic characteristics of sampled  

Measurement               categories                                        

Frequency                       

        

Percentage 

Valid 

percent 

Cumulative 

percent 

Sex  Female  

Male 

  16 

114 

   12.3 

   87.7 

   12.3 

   87.7 

12.3 

100.0 

Total 130  100.0    100.0    

Age 18 to 25 

26 to 30 

31 to 35 

36 t0 40 

40 and above 

9 

46 

36 

26 

13 

6.9 

35.4 

27.7 

20.0 

10.0 

6.9 

35.4 

27.7 

20.0 

10.0 

6.9 

42.3 

70.0 

90.0 

100.0 

Total 130 100.0 100.0  

Education level  Degree  

Masters 

PhD 

26 

96  

8               

  20.0 

73.8 

  6.2         

  20.0 

73.8 

  6.2         

20.0 

93.8 

100.0 

Total 130 100.0 100.0  

Internet 

Accessibility 

 in day 

Most hours of the day 

Limited hours of day  

during office hours  

Lack of access                                     

77 

40 

13 

0 

59.2 

30.8 

10.0 

0.00 

59.2 

30.8 

10.0 

0.00 

45.4 

76.2 

86.2 

100.0 

Total 130 100.0 100.0  

Source: Own computation results based on survey data in Bahirdar University, 2020 
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According to the table, the study respondents were made of 87.7% males and 12.3% females, 

indicating dominance of males in the sample used. Concerning the age of the participants, the 

highest percentage is between 26 and 30 years old 35.4%, 27.7% from 31 to 35 years old, 20% 

from 36 to 40, 10% from 40 and above and 6.9% is in between 18 to 25 years. Relating to 

education of respondents, out of the total respondents, Degree holders comprised of 26 (20%). 

Those Degree holders make up the majority scoring a frequency of 96 (73.8%). Meanwhile those 

with PHD degree comprised of 8 (6.2%). Regarding internet accessibility of respondents in day,  

Majority of respondents 77 (45.4%) have most hours of the day internet accessibility,  40 

(30.8%) of respondents have limited hours of day  internet accessibility, 13 (10%) of respondents 

have internet accessibility during office hours and there is no  respondents who lack of access 

internet accessibility. 

4.2 DATA PROCESSING AND ANALYSIS 

According to Marshall & Rossman (1999), data analysis is the process of bringing order, 

structure and interpretation to the mass of collected data. 

4.2.1 Examination of Data  

After collecting the data through different techniques, the researcher has organized and prepared 

the various data depending on the sources of information. Moreover, in order to ensure logical 

competence and consistency of responses, data editing was carried out each day by the 

researcher. Identified mistakes and data gaps were rectified as soon as possible. This section 

presents the cleaning of data before it was analyzed. Two groups of problems are discussed: the 

accuracy of the data input and missing observations. Outliers and the data were tested for 

normality and consistency before implementing the multiple regressions in order to ensure its 

validity for analysis. 

 4.2.2 Data Cleaning and Screening  

Accuracy of data input: Several data screening issues must be addressed in order to adequately 

prepare the data set for accurate statistical analysis (Kline 1998). Initially, the researcher must 

examine the data for input accuracy and determine the best method for addressing missing 

observations. After close examination of the means, standard deviations and frequency 
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distributions, it was determined that 5 data values were invalid entries were corrected and also 15 

questionnaires that were not filled properly were excluded from the data analysis. 

4.3 Reliability  

Internal consistency among the respective items served as a measure of reliability for each of the 

dimensi�R�Q�V�� �L�Q�� �W�K�H�� �P�R�G�H�O���� �&�U�R�Q�E�D�F�K�¶�V�� �D�O�S�K�D�� �D�Q�G�� �L�W�H�P-to-total correlation were utilized to 

eliminate the poor performing items from the initial pool. A 0.70 alpha value was used as a 

cutoff value to determine which items to retain (Leong & Austin, 1996; Nunnally& Bernstein, 

1994; Robinson, Shaver, &Wrightsman, 1991); a value of .50 was considered as an accepted 

level of corrected item to-total correlation to maintain an item (Bearden et al., 1989; 

Zaichkowsky, 1985).  

For the six independent variables constructs, A total of 24 items (4 items for each of Purchase 

characteristic, security and reputation, website design quality and product characteristics factors, 

5 items for support factor and 3 items for Advertising Factor) �Z�H�U�H�� �W�H�V�W�H�G���� �7�K�H�� �&�U�R�Q�E�D�F�K�¶�V��

alphas for the six independent variables ranged from (0.767 to 0.937; the corrected item-to-total 

correlation coefficients ranged from 0.32 to .0.91(see 4.3.) 

Based on suggested criteria (Bearden et al., 1989; Nunnally& Bernstein, 1994; Robinson et al., 

1991), the results �R�I���L�Q�W�H�U�Q�D�O���F�R�Q�V�L�V�W�H�Q�F�\���W�H�V�W�V���U�H�Y�H�D�O�H�G���W�K�D�W���W�K�H���&�U�R�Q�E�D�F�K�¶�V���D�O�S�K�D���Y�D�O�X�H���D�Q�G���L�W�H�P��

to-total correlations of two items were not acceptable. one item from web site quality and design 

(WQD1) and one item from support factor variables (SP5), were not fulfilled the criteria (see 

table 4.3) 

 

 

 

 

 

 

 

 

 

 



 37 

Table 4.3 Test of Reliability 
Factors of initial trust  Corrected    item-

to-total cor relation 
Cronbach�¶�V���.�&oefficient 

  Before modification Aft er  modification 
Product characteristics factors  0.82  
PrdtChr 1 .604   
PrdtChr 2 .639   
PrdtChr 3 .678   
PrdtChr 4 .647   
Website Quality Design  0.88 0.937 
WQD1 .491   
WQD2 .844   
WQD3 .915   
WQD4 .850   
Support Factor  0.773 0.793 
SP1 .606   
SP2 .642   
SP3 .591   
SP4 .572   
SP5 0.32   
Security and Privacy  0.843  
Sec&prv 1 .709   
Sec&prv2 .691   
Sec&prv3 .743   
Sec&prv4 .575   
Purchase   Characteristics  0.874  
PurChr1 .674   
PurChr2 .818   
PurChr3 .763   
PurChr4 .673   
Advertising Factor  0.767  
Adv1 .730   
Adv2 .732   
Adv3 .771   
Initial Trust   0.819  
Trust1 .619   
Trust2 .701   
Trust3 .703   
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The results of the reliability tests in Table 4.3 showed that the above items had low item to total 

correlation (r = 0.49, and 0.32) respectively. As a result the items were dropped from the item 

�E�H�F�D�X�V�H���W�K�H���F�R�Q�V�W�U�X�F�W�¶�V���D�O�S�K�D���Y�D�O�X�H���Z�R�X�O�G���L�P�S�U�R�Y�H���I�U�R�P������88 to 0.937 and from 0.77 to 0.793 for 

website quality design  and support factor variables respectively if the item was deleted, see 

�7�D�E�O�H�� �������W�K�H�� �V�X�P�P�D�U�\�� �R�I�� �&�U�R�Q�E�D�F�K�¶�V�� �D�O�S�K�D�� �F�R�H�I�I�L�F�L�H�Q�W�� �I�R�U�� �D�O�O�� �Y�D�U�L�D�E�O�H�V�� �E�H�I�R�U�H�� �D�Q�G�� �D�I�W�H�U�� �U�H��

modification 

Table 4.4Test of Reliability 

Variables Number of items �&�U�R�Q�E�D�F�K�¶�V���D�O�S�K�D 

Product characteristics factors  4 0.820 

Web site quality design factors 4 0.801 

Support factors 5 0.769 

Security and reputability factors  4 0.843 

purchase   characteristics  4 0.874 

Advertising factors 3                    0.767 

Trust Items 3                   0.819 

 

According to Malhotra et al. a reliability test is used to determine the stability and consistency 

with which the research instrument measures the construct. Meanwhile, the scale items used in 

�W�K�L�V�� �U�H�V�H�D�U�F�K�� �Z�H�U�H�� �P�H�D�V�X�U�H�G�� �D�Q�G�� �D�V�V�H�V�V�H�G�� �X�V�L�Q�J�� �&�U�R�Q�E�D�F�K�¶�V�� �$�O�S�K�D�� �U�H�O�L�D�E�L�O�L�W�\���� �Q�W��which that is 

generated calculate for all possible combinations of split halves. Malhotra et al. suggested that 

the coefficient varies from 0 to 1 and a value of 0.6 or less generally implies unsatisfactory 

internal consistency reliability. Meanwhile, all the constructs identified in this study had a 

�&�U�R�Q�E�D�F�K�¶�V���D�O�S�K�D���Y�D�O�X�H���D�E�R�Y�H�������������W�K�H�U�H���E�\�H�U�Q�D�O���F�R�Q�V�L�V�W�H�Q�F�\���U�H�T�X�L�U�H�P�H�Q�W�V 

4.4 Assessment of Multiple Regression Assumptions  

4.4.1Test for Heteroscedasticity  

�7�K�H���Y�D�U�L�D�Q�F�H���R�I���W�K�H���H�U�U�R�U�V���L�V���F�R�Q�V�W�D�Q�W�����1����-- this is known as the assumption of homoscedasticity 

(Brooks, 2008). If the errors do not have a constant variance, they are said to be heteroscedastic. 
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The third version of the test statistic, Scaled explained SS, which as the name suggests is based 

on a normalized version of the explained sum of square from the auxiliary regression gave a 

conclusion that there is no evidence for the presence of heteroscedasticity problem, since the p-

value was considerably in excess of 0.05.  
 

4.4.2. Assessment of Autocorr elation 
 
Data were assessed to ensure that the autocorrelation is not a threat for the use of multiple 

regression for analysis. This assumption can be tested with the Durbin-Watson test which test for 

serial correlation between errors and the value closer to 2 are acceptable (Field, 2009). As 

described on table 4.9 below, the Durbin-Watson statistics value is 1.82 close to 2 suggests that 

there is no severe autocorrelation among error terms. 

It is also known as the covariance between error terms over time is zero (ui, uj) = 0. As noted in 

Brooks (2008) Assumption three tells that is made of the Classical Linear Regression �0�R�G�H�O�¶�V��

disturbance terms are the covariance between the error terms over time is zero. In other words, it 

is assumed that the errors are uncorrelated with one another. Auto-correlation is an assumption 

that the errors are linearly independent of one another (that is uncorrelated). If the errors are 

correlated with one another, it would be stated that they are auto correlated. To test for the 

survival of autocorrelation or not, the accepted Durbin-Watson test was employed. The rejection 

/ non-rejection rule would be given by selecting the suitable area from the figure. When error 

terms from different (usually adjacent) time periods (or cross section observations) are 

correlated, we say that the error term is serially correlated. Autocorrelation will not affect the 

unbiased or consistency of Ordinary Least Square estimators, but it does affect their efficiency. 

The Durbin Watson test reports 2.13 a test statistic,. Therefore three is no autocorrelation among 

region. with a value from 0 to 4, Where: 

�x 2 is no autocorrelation  

�x 0to < 2 is positive autocorrelation; and  

�x >2 to 4 is negative autocorrelation.  

�x value is between 1.5 and 2.5 (Durbin Watson =1.824). 
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4.4.3 Normality  Test 
In order to test the normali ty of data, skewness and kurtosis value, Normal Probabili ty Plot 
 
(NPP) and histogram tests of normali ty were used and conducted on SPSS 23. 
 
Skewness and Kurtosis 
 

The Skewness and Kurtosis tests are showing normali ty when the result is within the range of +1 

and -1 (Hair, et al., 1998). The statistics of all  variables in Table 4.5 shows that Skewness and 

Kurtosis were between the range of +1 and -1. Therefore, it indicates that the data were normal 

and reliable for analysis. 
 
Table 4.5 Assessment of Normality 

 N Std. Deviation Skewness Kurtosis 

Statistic Statistic Statistic Std. Error Statistic Std. Error 
Initial trust 130 2.93082 -.193 .212 -.596 .422 
Prdt 130 3.81673 -.280 .212 -.668 .422 
Security 130 4.17595 -.111 .212 .026 .422 
Purchase 130 4.10433 -.259 .212 -.813 .422 
ADV 130 3.16224 -.728 .212 -.140 .422 
Web Quality 130 3.06970 -.403 .212 -.474 .422 
Support 130 4.01470 -.171 .212 -.309 .422 

Valid N (listwise) 130      

 

The normali ty of the disturbance term is also required in estimating the parameters. If this is not 

the case, all  the tests that have been used so far will  be invalid. The parameters to be estimated 

must be the functions of a normally distributed variable (which is, most of the time, disturbance 

term). Normal Probability Plot (NPP) and histogram of residuals used for the test of normali ty of 

the disturbance terms.  A comparatively simple graphical device to study the shape of the 

probabili ty density function of a random variable is the normal probabili ty plot which makes use 

of normal probability plot, a special designed graph.  If the variable is from the normal 

population, the normal probabili ty plot will  be approximately a straight line (Gujarati, 2009). 

Figure 3 shows that, the residuals are approximately normally distributed, because a straight line 

seems to fit  the data reasonably well. 
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A histogram of residuals is a simple graphical device that is used to learn something about the 

shape of the probabili ty density function (PDF) of a random variable. On the horizontal axis, the 

researcher divide the values of  the  variable  of  interest  (e.g.,  OLS  residuals)  into  suitable 

intervals, and in each class interval erect rectangles equal to the height of observations (i.e. 

frequency) in the class interval. If you mentally superimpose the bell-shaped normal distribution 

curve on the histogram, you will  get some idea as to whether normal (PDF) approximation may 

be appropriate (Gujarati, 2009). The histogram displays the error term is fairly normally 

distributed, therefore normali ty is that much not a problem in the model (see figure 2 and 3 

below 

 
Figure 2 Histogram of Regression 
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Figure:3 Normal PP plot of Regression 

4.4.4 Multicollinearity  Test 

In an ideal situation, independent variables are supposed to be highly correlated with the 

dependent variables than with other independent variables. Nevertheless, multicollinearity occurs 

as a result of highly correlation of independent variables with one another or exists when one 

independent variable is at linear combination with other independent variables (Keith, 2006). 
 

Independent variables are highly correlated among themselves when they are at (0.9 or above) 

(Hair et al., 2010; Tabachnick & Fidell, 2007). When independent variables are highly correlated 

with one another (multicollinearity) increase the standard errors of the variables coefficient and 

thereby makes some independent variables statistically not significant while they could be in 

other way significant. Hence, affect the predictive power of the model, thus, the present of the 

multicollinearity lead to the present of the standard errors. If multicollinearity cases are detected, 

it can be resolve by deleting the affected variables. Checking the multicollinearity problem can be 

done by bivariate correlation of all the independent variables. 
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Table 4.6 Multi collinear ity  Test 
 

Independent Variables Collinearity Statistics 

 Tolerance VIF  

Product Characteristics .665 1.503 

Security and Reputation .571 1.751 

Purchase Characteristics .638 1.568 

Advertising  .812 1.232 

Web Quality design .708 1.413 

Support .463 2.162 

 

�,�Q���W�K�L�V���U�H�J�D�U�G�����P�X�O�W�L�F�R�O�O�L�Q�H�D�U�L�W�\���K�D�V���E�H�H�Q���H�[�D�P�L�Q�H�G���X�V�L�Q�J���3�H�D�U�V�R�Q�¶�V���F�R�U�U�H�O�D�W�L�R�Q���D�V���W�R���E�H���V�K�R�Z�Q��in 

a correlation analysis has been carried out in order to clarify the relationship among all the 

variables. This was conducted before hypothesis testing with the aim of determining the extent to 

�Z�K�L�F�K�� �W�K�H�� �Y�D�U�L�D�E�O�H�V�� �D�U�H�� �U�H�O�D�W�H�G���� �7�K�H�� �Y�D�O�X�H�V�� �R�I�� �3�H�D�U�V�R�Q�¶�V�� �H�[�Kibit the relationship between 

independent variables, this serve as a method for diagnosing multicollinearity (Allison, 1999) 

and equally Allison (1999) shows that any correlation that is 0.8 or higher is problematic. For no 

multicollinearity assumption, the first assumption we can test is that the predictors are not too 

highly correlated. Looking at correlation table, correlation value with 0.8 may be problematic but 

in this case the highest correlation is r = 0.587. 

Another way to verify the issue of multicollinearity is through the examination of Variance 

Inflation Factors (VIF) and tolerance values via regression result. The rule of thumb for a 

Variance Inflation Factors (VIF) larger value is ten (10), any VIF that is above 10 and smaller 

values is the aspect of tolerance is an indication of multicollinearity (Keith, 2006). Similarly, any 

VIF values that exceed 10 and tolerance values that is less than 0.10 indicates potential 

multicollinearity problem (Hair et al., 2010). Therefore, to avoid multicollinearity problem, the 

VIF values should not exceed 10 and the tolerance values should not be less than 0.10. Thus, 

Table 4.6 exhibits the Tolerance and Variance Inflation Factors (VIF) values of the independent 

variables.  
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As shown in the Collinearity table, the tolerance levels for all variables are greater than 0.10 and 

the VIF value are less than 10 (see table 4.6 above) indicates that there were no multicollinearity 

problems that alters the analysis of the findings, rather it leads to the acceptance of r value, 

tolerance and VIF values. 

 

All independent variables has a moderate positive correlation with the dependent variable 

(r=0.360, r=0.496, r=0.428, r=0.407, r=0.521, r=0.351). A positive relation is in line with the 

expected hypothesis (HI, H2, H3, H4, H5, and H6). All of the control variables show in general a 

moderate correlation with the dependent variable compared to the independent variables, which 

suggests multicollinearity does not appear to be a problem. 

For no multicollinearity assumption, the first assumption we can test is that the predictors are not 

too highly correlated. Looking at correlation table, correlation value with 0.8 may be problematic 

but in this case the highest correlation is r = 0.521. 
 

4.4.5 Outliers  
 Outlying observations are unusual data values that can result from data entry errors or rare 

events affecting the observation or experimentation during data collection. While outliers can 

occur by chance within a distribution, they may indicate either potential measurement error or a 

population consisting of a heavy-tailed distribution (Hair et al. 1992). The first corrective 

procedure to identify and resolve outliers is to examine the data set itself for inaccurate values. 

Table 4.7 Correlations 
 1 2 3 4 5 6 7 

Initial trust Pearson Correlation 1       

Prdt chr. Pearson Correlation .360**  1      
Security&repu Pearson Correlation .496**  .499**  1     

Purchase chr. Pearson Correlation .428**  .390**  .400**  1    
Advertising Pearson Correlation .407**  .176* .192* .144 1   

Web Quality Pearson Correlation .521**  .307**  .346**  .293**  .428**  1  

Support Pearson Correlation .351**  .509**  .605**  .587**  .149 .354**  1 
**. Correlation is significant at the 0.01 level (2-tailed). 
*. Correlation is significant at the 0.05 level (2-tailed). 
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Upon close inspection of the frequency tables, 5 data scores were discovered as invalid entries 

and corrected by the researcher. 

Another common assessment of potential outliers is the Mahalanobis Distance measure (D2), 

which considers the position of each observation in relation to the center of all observations for a 

variable set (Hair et al. 2010). These authors recommend that cases with values of D2/df (the 

Mahalanobis Distance measure divided by the degrees of freedom) exceeding 2.50 should be 

reevaluated as potential outliers within the sample set. 

4.5 The Regression Results and Hypothesis Testing  
 
Regression Analysis: is statistical tool to investigate relationships between the variable 

(Scarbrough &Tanenbaum, 1998). It was used for this study because researcher wants to explain, 

identify and quantify relationships between variables (if any) in detail. It also provides 

estimations of quantitative effect of variables and assesses the statistical significance of the 

estimated relationships. The nature of data collected determines the type of tool to be adopted for 

analysis. 

4.5.1 Regression Results 

Regression coefficients were used to evaluate the strength of the relationship between the 

independent variables and the dependent variable. Beta coefficients of the independent variables 

were used to determine the relative importance to the dependent variable in the model. 

Therefore, regression coefficients were used to evaluate the strength of the relationship between 

the independent variables and the dependent variable. Chu (2002) claim that the beta coefficients 

of the independent variables can be used to determine its derived importance to the dependent 

variable compared with other independent variables in the same model. 
 

 
The R2 value in the model provided a measure of the predictive abili ty of the model or measured 

the percentage of variance in the dependent variable explained collectively by all  of the 

independent variables (Garson, 2008).  The closer the value to 1, the better the regression 

equation fits the data. The F test was used to test the significance of the regression model as a 

whole. 
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In the course of model estimation, it is common practice to evaluate the appropriateness of a 

single descriptive model for the problem under study with the help of the coefficient 

determination, R2. In empirical studies, the most important benefit  of R2 is that it serves as a 

fast and easily interpretable measure for the goodness of fit  of the estimated model (Reisinger, 

1997). However, R2 is not an absolute indicator of goodness of fit.  It is just a relative measure 

of explained variance relative to total variance in the dependent variable (Mayer, 1975; 

Reisinger, 1997; Nau, 2007; Thompson, 2002). Some authors particularly in social science 

largely reject the usage of the coefficient of determination (Reisinger, 1997; Thompson, 2002). 

Further, Cross-sectional studies achieved lesser R2 value than time-series studies (Reisinger, 

1997). Thus, the best value for R-square depends on what the researcher measured. This study 

depends on �S�D�U�W�L�F�L�S�D�Q�W�¶�V perception which collected through questionnaire. Therefore, r- squared 

value more than 25% can be respectable and good to fit  (Reisinger, 1997; Thompson,2002). 

 

Table 4.8 ANOVA  
Model Sum of Squares df Mean Square F Sig. 

1 
Regression 515.325 6 85.888 17.822 .000b 
Residual 592.744 123 4.819   

Total 1108.069 129    

a. Dependent Variable: Initial Trust  
b. Predictors: (Constant), PrdtChr, Sec&prv, PurChr WDQ, SP, Adv 

 
Table 4.8 reports summary of ANOVA shows the significance of the model by the value of F- 

statistics (P =.000) and F = 17.822 which implies that there was strong relationship between the 

predictors and the outcomes of the regression variables and are at best fit  the model to predict the 

Consumers initial trust in ecommerce.  
 
 
Table 4.9 Model Summary 

 
Model R R Square Adjusted R 

Square 
Std. Error of the 

Estimate 
Durbin-Watson 

1 .682a .465 .439 2.19524 1.824 
a. Predictors: (Constant), PrdtChr, Sec&prv, PurChr WDQ, SP, Adv 
b. Dependent Variable: Initial Trust  
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As  observed  in  the  model  summary  (Table  4.9),  the  overall  contribution  of  independent 

variables (Purchase characteristic, security and reputation, Advertising and Website design 

quality) to the  �&�R�Q�V�X�P�H�U�V�¶���L�Q�L�W�L�D�O���W�U�X�V�W in e-commerce transaction accounted for 46.5 % (R2 = 

0.465) of the variation in the �&�R�Q�V�X�P�H�U�V�¶���L�Q�L�W�L�D�O���W�U�X�V�W in e-commerce transaction, the rest 53.5% 

are other variables not included in this study. 

Based on the SPSS output, the following multiple regression equation was formed:  

Initial Trust =  -0.180+ 0.181 (PurCh) + 0.226(Sec&pr) + 0.184(Adv) + 0.274(WQD)  

Key: 

PurChr. �– Purchase characteristics 

Sec&pr �– Security and reputation 

Adv �– Advertising 

WQD �– Web Quality Design 
 

4.5.2. Hypothesis Test 
 

Table 4.10 shows summary of multiple regression results between the six identified factors 

(independent variables) and �&�R�Q�V�X�P�H�U�V�¶���L�Q�L�W�L�D�O���W�U�X�V�W in e-commerce (dependent variables). 

 
4.10 Coefficientsa 

Model Unstandardized 
Coefficients 

Standardized 
Coefficients 

t Sig. 

B Std. Error Beta 
1 (Constant) -.180 .963  -.187 .852 

Purchase characteristics  .181 .059 .253 3.070 .003 
Security and reputation .226 .061 .321 3.683 .000 
Advertising  .184 .068 .199 2.718 .008 
Prdt Characteristics .041 .062 .054 .668 .506 
Web Quality .274 .075 .287 3.667 .000 
Support -.110 .071 -.151 -1.554 .123 

a. Dependent Variable: Initial trust 

 
The regression analysis whose results are presented in table 4.13above provides more 

comprehensive and accurate examination of the research hypothesis. Therefore, the regression 







 50 

Table 4.11 Summary of Hypothesis 

 Result 
Hypothesis 1: Purchase characteristic factor is positively associated with 
�F�R�Q�V�X�P�H�U�V�¶���L�Q�L�W�L�D�O���W�U�X�V�W in e-commerce adoption 

Accepted 
 

Hypothesis 2: security and reputation factors are positively associated with 
�F�R�Q�V�X�P�H�U�V�¶���L�Q�L�W�L�D�O���W�U�X�V�W in e-commerce adoption 

Accepted 
 

Hypothesis 3: Advertising factors �D�U�H�� �S�R�V�L�W�L�Y�H�O�\�� �D�V�V�R�F�L�D�W�H�G�� �Z�L�W�K�� �F�R�Q�V�X�P�H�U�V�¶��
initial trust in e-commerce adoption 

Accepted 
 

Hypothesis 4: Product characteristics factors are positively associated with 
�F�R�Q�V�X�P�H�U�V�¶���L�Q�L�W�L�D�O���W�U�X�V�W in e-commerce adoption 

Rejected 

Hypothesis 5: Website design quality factors are positively associated with 
�F�R�Q�V�X�P�H�U�V�¶��initial trust in e-commerce adoption 

Accepted 
 

Hypothesis 6: Support factor is �S�R�V�L�W�L�Y�H�O�\�� �D�V�V�R�F�L�D�W�H�G�� �Z�L�W�K�� �F�R�Q�V�X�P�H�U�V�¶�� �L�Q�L�W�L�D�O��
trust in e-commerce adoption 

Rejected 
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CHAPTER FIVE  

DISCUSION, CONCLUSIONS, LIMITATIONS AND IMPLICATIONS  

5.1 Discussion  

As stated earlier, this research is aimed to examine the factors that influence building 

�F�R�Q�V�X�P�H�U�V�¶���L�Q�L�W�L�D�O���W�U�X�V�W���L�Q���H-commerce adoption when the consumer wants to connect with an 

Internet store after making a decision to shop. Based on this the study selected six variables 

(Purchase characteristic, security and reputation, Advertising, product characteristics, Website 

design quality and Support trust factors) from previously identified factors that can positively 

contribute to consumers initial trust.     

Multiple regression was used to test the proposed hypotheses. The results of the regression 

analysis show that Security and reputation have a significant positive influence on consumer 

�R�Q�O�L�Q�H���W�U�X�V�W���V�F�R�U�L�Q�J���D�Q���.� �������������S���������������Z�K�L�F�K���J�L�Y�H�V���X�V���V�X�E�V�W�D�Q�W�L�D�O���V�W�D�W�L�V�W�L�F�Dl evidence to confirm 

the hypothesis.  Hence with this result, it is quite evident that the construct security and 

reputation have significant influence on building consumer online trust. This result is quite 

consistent with previous literature such as (Wang DY, et al., 2004; Chellapa RK, 2006; 

Yousafzai SY, et al., 2005) where they argued that perceived security is positively associated 

with trust in an e-commerce context. Similar findings in Chen and Barnes Chen Y, et al. 2007; 

Lau et al. Lau TC, 2010) argued that the perceived security of an online consumer may affect 

their willingness to engage in online purchase activities. This implies that when online vendors 

protect consumer information through robust security systems, firewalls as well as non-

disclosure of personal information to third parties, availability of information privacy policies 

and Website payment systems security then consumers will be more comfortable to purchase 

online. This will reduce the risk as well as the uncertainties associated with online transactions. 

In addition, a regression analysis showed that it is the most influential determinant factor that 

affects consumer online trust. security has a standardized regression coefficient �� value of 

0.321 which was the highest among the four predicting variables.  

An alpha ���.�� value of 0.287; p<0.000, was obtained for the variable web quality design. This 

result showed that web quality has a significant positive influence on building consumer 

online trust, enabling us to confirm the hypothesis. This implies that ease of use and navigation 
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by customers, Speed of page loading of the web, findable web site design and web pages 

Organizing and easily finding search facilities Finding vendor (company) then consumers will 

have trust for online transactions.  

Meanwhile, a multiple regression analysis of the result also showed that web quality design is the 

second most influential factor that impacts on consumer online trust, with a standardized 

coeff�L�F�L�H�Q�W�������Y�D�O�X�H���R�I���������������� 

An alpha ���.�� value of 0.253; p<0.05 was obtained after conducting a regression coefficient test 

for the variable of Purchase characteristics. The results of the test indicate that Purchase 

characteristics has a significant positive influence on consumer online trust. Hence the 

hypothesis was confirmed. This implies that usi

a


