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ABSTRACT

Inthe conpetitive banking i ndustry, know ngthe customer status and their interest creates an
I nportant aspect in business continuityto provide appropriate service for customers as per the
demand and devel op strategies for classified selected group custoners. Currertly there are
varieous classification methods used for prediction of bank custoners wth different prediction
accuracy levels. To conpare the accuracy of classification and Prediction of the al gorithns for
bank custoners ensenble prediction nethods and to identify the preferable nethod To
deter mne bank custoner classification and prediction bank customer data collected from UCI
and we explorethe datafirst toi nprove the quality of data set using various data expl oration
met hods. After doingso using XGB ense nble methods we perfor ma comparative study agai nst
other existing nmethods. In our study Support Vector Michine (SVN, Ensenble Mchine
Learning (EML), Logistic regression (LR, XGB classifier, Randomforest (RF) have been
conpared . Qur study proved that the use of the XGBoost ensemble method i nproves the
accuracy increased from74.94%by 5% wn XGBboost when tested using python 3 65

Key Wrds and Phrases: Support Vector Machine (SVN), Ensenble Machine Learning
(EM), Logistic regression (LR, XGB classifier, Randonf orest (RF
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CHAPTER ONE
I NTRODUCTI ON

11 BACKGROUND

For profit maxi mzation of bank sector the key pillars are appl yi ng contrdlabl e expense, service
providng effidency i nprovenment and having good strategy. To be excelling in service
prowvi d ng, banki ng sectors needto knowand manipulatethe data of custoners, Bank custoners
should be nonitored and nanaged by appropriate corrective nmeasures mostly that could be
taken by Customer Relationship Manage ment. The banking service profits are al ways directly
relatedt he service excellence and product varieties of bankingserviceinorderto Qreating and

i npl e nenting conprehensive models of custoner profiles. [1]

Sudying the customer classification and prediction techniques for bank customers and
identifying t he effective techni ques are based on the different netrics like accuracy, error rate,
recall, specificityand others will be useful for the banks to designthe promotionstrategy for the
new product i n particu ar and for the existing productsin general. Prediction of which custormer
group Wl use for the new products based onthe previous histarical data Fromour experi nent,
we were abletoidentifythe best classification and predictiontechniques for the bank data set
based on efficency. Bankingindustries have nore custoners and distribued branches; whichis
alarge nunber to predict wthout the application of nachi ne learning

Hence customer prediction and classification shall be applied by customers using various
prediction nethodol ogies which yields difference prediction accuracy[2][3]. Applying a single
met hodol ogy is proneto bias and over fitting Nowdays toi nprove the accuracy of prediction
appl yi ng ense nbl e technique provi de val uable i nprove ment for the customer prediction [4][5].
In this study we have developed new ensenble techniques to predicting customner using

Ense bl e nachine learning techni que.
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12 STATEMENT OF THE PROBLEM

Custorer behavioris one thetreasures for modern digital Banking Professionals[5]. Wththis
newfound i nfor mation the bankers can expl ore the unique traits and habits of each customer
‘‘bucket,”” nating where, when, and why deposit or wthdrawal occurs, Wiich group nostly used
whi chservices of the bank andthe like. Banker’sinsights m ght even provide t he basist o part ner
or conpete wth ot her banki ng and financial sectors or donainsthat serve as natural magnets for
a portion of the target user base[6].

To gaina vision of the custoners who are using, how customners are viewng,in online and
respondi ng, we (the bankers) can comnpare their actiuities and i nterests agai nst the activities of
the general public. V@ were ableto a predictive, t wo- way Banker-customer relationship As per
Harvard Business Review [ 21] obtaining a new custoner for a conpany is multipeti nes nore
expensi ve thanrecalling a current one. Accordingly, nowadays nost of the financial institutions
are concerned wth customer retentionstudiesto prevent | osingtheir arcade share and maxi mze
their gained profit fromexisting custoners. Apropriate customner classification and prediction
techni que supports a lat for guding proper retation mechanisns by enabling custoner service
managers to knowand understand their custoner.

Even though different researchers study custonmer classification and prediction using various
classification and prediction techniques the resut of prediction and classification accuracy
depends onthe al gorithns applied henceinthisstudy bank custoners dataset predicted using
ense bl e techni que using python programm ng to conpare the accuracy of the classification
and prediction By usingthe bank sector dataset, we identified Potentia custoners toidentify
and act accordinglyfor customers andto devisethe best mechanism Inthe areas of banki ng and
financial sectors, handlingthe custoner’s behavi or and activities has becone a crucial chall enge
for deciding on the potential business needs hence Ensenble nethods (EM) appliedtoto
maxi mzes classification and prediction accuracy and to mni mze the classificaion and
prediction error since varieous reaserch works confirned that the application of ensenble
met hod shows a positiveimpact on classification[ 7][4][8] duetothis applayingense bl e net hod

is opti nal.
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13 OBJECTIVE

The general and specific objectives of this study are gven bel ow

General Qujective: The general objective of thisresearchis to dassifyand predict potertial
bank custoners usingthe Ensenble nmachinelearning nethodto conparethe classification and

predi ction accuracy of six ense nble a gorithns.

Specific Chjectives: the specific objectives of this study areta
w Sate and exploret the various ensenble classification techniques for bank custoner
predi ction and d assification
= Propose better suited ensenble classification techniques suited for bank customner

predi ction and cl assification

14 SCOPE AND U M TATI ON

The scope for this paper istostudy and conpare logisticregressioninthe pri nal space(PS) and
with different kernels, SVM in the prinal and wth different Kernels, Random forest
classification and XGB Ensenble nmodels for potential bank customer prediction to find and
conpare accuracy, precession and error rate using online available bank custoner dataset. This
reaserchis li mtedfor onlythe online availabletel e marketing bank data and it can not be used

for aher bank custoners.

15 METHODOLOGY

An i nportant part when working wth custoner classification using an ensemnble technique is
getting hold of good quality data, whichis difficult inthe case of bank data due to custoner
privacy, bank custoner datat is nost sensitive and secured and nostlythe custoner data only

used for the bank data manipulation consunption . The datasets used for conducting the
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experi nents downl oaded for monline UCl data. Inthe study, W have applied SVM RF LR
and XGB classifiers for classification and prediction in different scenarios for training and
testing datatorealizetheaccuracyresults. Hnally after traing 80 %of the dataset we found bet
model totest are RF and XGB where as while testing the dataset the best in classification

accuracy is XGB classifier.

I nplenentation tools:- Inordertoachieve our objective, we used different environments and
tods. Python programming language is used to devel op the nodel. It is aninterpreter article
arranged abnor nmal state programm ng language wth dynamc semantics. Its abnor mal state
wor ked in data structures, combined wth dynami ¢ conposing and dynanic offical; nake it
appealing for Rapid Application Devel opnent, just as for use as a scripting or gl ue language to
interface existing segnents toget her[9)].

Pythonis aninterpreted high-level, general-purpose programning language, Greated by Quido
van Rossumand first released in 1991 Python is dynanmcally typed and garbage-colected It
supports multiple programmi ng parad gns, incl udi ng procedural, object-oriented and functional
programmng Python is regularly depicted as a "batteries included" language because of its

conplete standard library[9].

The main ai ns. The first, isto identify and visualize the factors that contribute to being a
potential bank custoner and the secondisto builda prediction model which wll classifyif a
custoner is a patertial custoner or nat. Inadditiontothis based onthe model perfor nance and
the probabilityt o make easyfor custoner service manage nent tofocus on the actionsthat can be
won or obtained wthlittle effort intheir effort to keepthe custoners potential andto protect the
tendency of aher customers who are nat potertial.

Thet wo naintasksthat we have done here are expl oringt he struct ure of our data to understand
theinput space of the data set andto preparethe setsfor expl oratory and predictiontasks. To do
sothe fdlowngtasks have been done using python Hrstly, thei nportant modul es andlibraries
of python have been configured and i nported for our workto calculate mat he natical tasks and
todrawa graph as per our need. The major librariesthat we have been used for the experi nent
whichincludes panda, Nunpy, Mtapla and a hers [10].
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Panda:- itisa Python Data Anal ysis Library whichis quite a gane changer to anal yzing data
with Python andthe nost preferred and wdely used toolsindata mungi ng/w angling

Nu mPy:- NunPy isthe fundanmental package for sciertific conputing wth Python, It contains a
powerfu N di nensional array object. NunPyis alibraryfor the Pyt hon programm nglanguage,
addi ng support for large, multi-d nensional arrays and matrices, along wth alarge collection of
high-level mathe natical functions to operate on these arrays. It provides fast and efficient
operations on arrays of honogeneous data henceit extends pythonintoa high-level language for

mani pul ating nunerical data.

Mat plot. pyp ot: - is a collection of comnand style functions that make matplalib work like
MATLARB Each pla function makes some change to a figure: e.g, creates a figure, creates a

plating areainafigure, plas sone linesina pating area, decoratesthe pla wthlabels, etc.

Seaborn-is a Python data visualization library based on matplalib It provides a high-level

interface for draw ng attractive and i nfor nati ve statistical graphics.

Matpatlih - is a plating library for the Python programm ng language and its nunerical
mat he matics extension NunPy. It provides an object-oriented APl for enbedding plas into
applications using general-purpose GU tod kits like Tkinter

Sk earn preprocessi ng.- the transfor nations applied to your data before feeding it to the
algorithm sci-kit-learnlibrary has a pre-built functionality under sk earn preprocessing Scikit-
learnis machine learning library for the Python programm ng language which used for the
application of classification regression and clustering al gorithns including support vector
machines, randomforests, gradient boosting k-means andis designedto interoperate wththe
Python nunerical and sciertificlibraries NunPy and Sci Py.

I nport polynomal features: - Generate a new feature matrix consisting of all polynomal

conbi nations of the features wth degree less than or equal tothe
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SKearn nodel selection:- Mbdel selectionisthe process of choosing between different machine
learni ng approaches like SVM | ogisticregressi onor choosi ng bet ween different hyper parameters

or sets of features for the same nachine learni ng approach

I nport cross_val score:- (ross-validation is an i nportant technique often used in nachine
learningto assess baththe variahility of a dataset andthe reliahility of any nodel trai ned using
that data It dividesthe dataset intosone nunber of subsets (fd ds), builds a nodel oneachfald
andthenreturns a set of accuracy statistics for eachfdd By conparing the accuracy statistics
for all thefal ds, you can interpret the quality of t he data set and understand whet her the model is
susceptibleto variations inthe data G oss-validatealsoreturns predictedresuts and probabilities

for the dataset, sothat you can assess the reliahility of the predictions.

SKearn nodel selection:- enables us to i nport gridsearchCVnodule which used to Hnd
Paraneters Produci ngthe H ghest Score. Now we arereadyto conduct the gridsearch usingsci-
kit-learisGidSearchCV which stands for grid search cross-validation By default, the
QGidSearchCV 's cross-validation uses 3-fdd KFold or SratifiedKFold depending on the
situation QidSearchCVinplenents a““fit’ nethod and a““predict’’ nethod like any classifier
except that the paraneters of the classifier usedtopredict is opti mzed by cross- vali dation

Sci py.state:-Sci Py builds on the NunPy array object and is part of the NumPy stack which
includestodslike Mitplatlib pandas, and Sy nPy, and an expandi ng set of scientific conputing
libraries. [11]

Python fit nodels:- including Skiearnlinear_model for I nporting logstic regression and

Skl earnsvmfor i nporting SVM nodul es.[9]

Sk earn ense bl e:- The goal of ensenble nethods istoconbinethe predicions of several base
esti mators built wtha givenlearningal gorithmin order toi nprove generalizability/ robust ness

over asingle esti nator.

Rando nForest G assifier:- enables to i nport sk earnensenble. Randonforest assifier. A

randomforest is a neta esti nator that fits a number of decisiontree classifiers on various sub-
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sanples of the dataset and uses averagingtoi nprove the predictive accuracy and contra over-
fitting The sub-sanplesizeis al waysthe sane asthe orignal i nput sanple size but the sanples

are drawn wthareplacement if boatstrap=Tr ue (default).

Xgboost:- used to inport | nport XGBclassifier By Jason Brownlee on August 17, 2016
in XGBoost. XGBoost is an algorithmthat has recently been domnating applied nachine
learning for structwred or tabular data XGBoostis an i nplenentation of gradient boosted

decisiontrees designed for speed and perfor mance.

Python scoring functions:- includes Sklearn netrics to i nport accuracy_score,
classification_report, ROC auc_score and | nport roc_curve. Scoringis also called prediction
andisthe process of generating val ues based on a trained nachinelearning nodel, givensonmne
newinput data The val ues or scores that are created can represent predictions of future val ues,
but they mght alsorepresent alikely category or outcone.

Best Mbvdel selection functions:- includes Model.best score, Mbdel.best_parans

Model. best_esti mator _ nodul es

16 SIGNIH CANCE OF THE STUDY

Bank custoner classification and prediction using ensenble nethod highly significant for
banki ng sectorstoidentify potential custoner’s classification and prediction The | nple nmentation
of LR SVM RF and XGB classifier for researchers owngtoextendthe study wthal gorithmc
adoption to increase accuracy further to ease the idertification of potential customer for the

bank/ CRMt o assist service providing efficiency andtoincorporate while devel oping strategies.

Inthisstudy Logisticregression wth pri nal and degree 2 paraneters, SVM with RBF and poly
kernel, Randomforest and XGB classifier studied and conpared for potertial bank customner
prediction to increase the accuracy by applying ensenble technique. ldentifying potertial
custoner is a very critical task for the organization continuity in general and for CRMin
particdar[7]. Trying to identify custoners literaly mght result in a conpletely incorrect
anal ysis of the data Therefare, Ensenble classification can helptoi nprove potertia custoner
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classifications and hel pto prowvi de bank benefit packages accordingly andtothreat those ot her
custoners wth various negatiating nechanis ns.

It is clear that new customners can be much costlier than retaining existing ones according to
Harvard Business Review. Apotertial custoner may worthas Millions of Brrinfuture. Thus
results of this study can be used as aninput tothe devel opnent of bank custoner classification

for different purposes while providing loan and launchi ng new products.

17 THESIS ORGANI ZATI ON

This thesis is organized into five chapters consisting of Introduction, Literature review
Met hodol ogy, Experi nental results and dscussion finally concl usi on and reco mmendati ons.

The first chapter gives the general introduction of the thesisthat contains an overview of the
study, the Saterent of problem notivation objectives, nethodol ogy, Scope of the study
li ntation, Procedures’, the study S gnificance and thesis organi zati on

The second chapter presents reviews made on different kinds of literatures regard ng Ense bl e
machine learning approaches ensenble learning mnethods, potertial custoner prediction
approaches and different M_techniques as well as previous related wor ks reviewdiscussion for
bank tel e mar keting customers of ter mdeposit subscri ption

Chapter three illustrates met hodol ogy of bank custoner classification and pridiction including
the architecture of the designed proposed classification and prediction model, i nple nentation
approach and experi nenta settings, data preprocessing for patential bank customner prediction,
experi nental nethods, hypothesis for mulation, significance test, nodel evaluation and
i nplenentation tods.

Thefourth chapter discusses the experi nentation and discussion of t he findi ngs of howeach si x
experi nents and nethodol ogies were i nplenmented and discussion of the result. Fnally, the

concl usi on and reco mire ndati onhave been drawn fromt he findi ngs of the study.
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CHAPTER TWO
LI TERATURE REM EW

21 U TERATURE REM EW DI SCUSSI ON

Custoners are the foundation for every business success, but all custoners are not equally
i nportant for business. Since banking services are establishedto provide service for custoners
and gai n profit, easilyidentifyingthe best potertial customner shall be i nvestigated and predicted
ti nely before losing the valuable custoners, to do so, applying EML on the selected sector
custoners [5]. As perthe status of the classified customer business expansion or revision can be
i nplenented

In general classification is a scheme for information conpression and as a transudative.
prediction error. Thus ,the use of classification and prediction al gorithns comnbined yresultsin
best prediction accuracy [ Reference 12].. To classify and predict for a collected and prepared
datasets for different classificational gorithns i nplenented Thei nple nentation includes LRin
the PS and with different kernels, SVM and wth different Kernels and EMat different scales
and for each scale we trainthe predictors wth sets of predictions and finally, the predictionis
conbi ned by ense nble mechanism Appl yi ng ense bl e techni ques by combi ningthe out put will
yield higher accuracy and resiliert to noise and class i nbal ance[ 12].

Accurately classified and predicted custoners highly i nportant for taking strategic actions
especially for Custoner relationship managenent (CRM. CRM became a great nanagerial
strategy in many highly conpetitive organizations. The ai mof CRMisto knowthe custoner’s
profitability and recall profitable. CRM may collect customer data from varieous sources like
from the database, fromonline or the pool toidentifytargeted customers and prowvide selected
services for custoner behavior. As aresut, many conpanies haveto neasurestheir custoner’s
valueinordertorecall or profit patentia custoners[13]. ML nethods are used for classification
and prediction purposes inthe nost application areas including in medical and banking areas.
Sone of the wdely used d assification and predictive al gorithns are | ogistic regression Naive
Bayes classifier, SVM Randomforest and neural net wor k[ 5]. These al gorithns are applied on

bank custoner data set and been anal yzed significantly separatel y for different paraneters.
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Applying asinglelearning al gorithmfor bank custoner classification and predictionthe result
will face three challenges andthe challenges can be overcone by applaying EML techni ques.
The three challenges are statistical problem conputational problem and the representation
problem A single algorithm have bias or overft problens and can be overcone by
ensenbl ng Qustoner classification narketing response predictions and advantages of
classification and predictiontoi nprove custoner loyalty and conpany profit[1]. To select one
prediction fromthe other there are various evaluation netrics. These eval uation netrics are
accuracy, error rate recall, specifidty. For such reason different algorithns yield different

cumul ati ve results[ 14].

As per the previous studies Asingle MLtechnique wil not be suitable and best fit for all types
of data sets and area of study[8]. Once after selecting the list of classification techniques,
conparing each al gorithm will not avoid errors at the negatiable level. To alleviae the accuracy
gap of each ML al gorithns’ problens can be mni mzed by applying EML nethod Ensenble
techniques works in different ways, some works by buildng ala of base classifiers and after
that classify datafocuses bytaking a vote of their predictions[15]. This classifier which groups
the classifiers, decisions combined and (typicaly by unweighted or weighted voting) to
categorize newexa npl es.

O fferent scholars clearly stated thei nportance and usage of data mning and ML applications
LR calcuaionis utilized for foreseei ng factors withthe li mted arrangement of qualities. LRis
based on maxi mum probability esti nation rather than the esti nation of least squares whichis
used intraditional multiple regression anal ysis, and hence requires nore input data for better
results. RF, however, represent the state of art i n classification and regressioninadditiontothis
the experi nent whichis done using RF were nore attracti ve s naller datasetsthe results obtai ned
by i mplenenting an RF on the entire dataset and those obtained using the conbination of
predictions obtained at different scales of clustering did not have a statistically significant
difference[ 13] [8].

Hsalanony (2014) utilized three factual measures; order exactness, affectability, and
explidtness onthe bank dataset — He t hought about and assessedt he groupi ng execution of four

distinct information mning procedures nodels; Miltilayer Perceptron Neural Net work
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(MLPNN), Tree Augmented Naive-Bayes (TAN), Logistic (LR and C5.0 Decision Tree
Qassifier. H announcedt hat the C5.0 nodel acconplished somewhat preferabl e executi on over
the MLPNN LR and TAN Nachev (2015) connected cross-approval and nunerous keeps
running for the parceling of train and test sets (70%and 30% for the immediate showcasing
reactiontask He discoveredthat thetwo conceal ed layers engineering proposed by Hsalanony
(2014) could be rearranged into a solitary layer structure. He played out a near examnation of
Neural Networks (NN, LR Naive Bayes, Linear and Quadratic Discri minant Anal ysis ( QDA
consideringtheir presentation at dfferent

Inthe folowng table 1.1 denonstrate the presentation resuts acquired by various creators
lately when distinctive arrange nent cal cul ations were advanced for the bank client advertising
forecast assignment utilizing conparative dataset. The nost well-known neasurenent for
execution assess nent among creators isthe AUC yet afewecreators restoredthe order bl under
rates as execution metric. Three arrangerment calculations to be specific; Support \ector
Machine (SVN), Ensenble Mchine Learning (EM), Logistic regression (LR, XGB
classifier, Randonforest (RF) utilized for displaying the bank dataset inthis investigation
Whilethe examnationisritinendedtorecreate past i nvestigations onthe bank client advertising
reacti on expectation none-the-less t he exhi bition of the Random Forest outfit wil be contrasted
and best in class results gotten by different creators that utilized conparable dataset so as to
appropriatel y arrange the resut in witing Qafted by Prusty (2013) wil fill in as standard for
this i nvesti gati on

Aut hor(s) Year  dassification AUC Re mar ks
A gorithm

Yi yan 2018 | LED SVM 0.9203 LR out perforns wsing Rlanguage
Jiang NN, DT and i nple nentation
LR
datunji 2016 | RF, LR CART | 074 RF ensenble
Nachev 2015 | NN 0.915 Data saturation 3-fddcv
Prusty 2013 | CA.5 0.939 Balanced, dataset, test validation
Guptaet d 2012 | SVM - 10 fd d cross- validation
Moro et d 2011 | SVM 0.938 /3 test validation

Table 1 1:- Perfor mance for bank marketing response predi ction
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22 ENSEMBLE LEARNING METHODS

EML algorithmis prgected to do sone classification and prediction for various applicati ons
such as gene expression [15][8], Bank custonerandt el e mar keting response anal ysis [ 16] and for
house price esti nation [17]. Ense nblelearning methods are becomng norei nportant whenthe
singe nodel over fits and if Qustering and predction results are worth the extra training
Generally, ELis a group learningin which individual nodels come together to achieve best
accuracy. Duetothis Ensemnble learning which helpstoi nprove the results of various nmachine
learning al gorithns to produce a predictive nodel. The t wo w dely used ense nble nodels are
bagging and boosting Bagging ( Bootstrap Aggregation) involves nultiple nmodels of sane
learning algorithm trained wth subsets of data set randomy picked from the data
set(training) whereas Boosting technique e nphasizes on the data sets which gives the wong
prediction hence the weights are accustoned onthe learning of previous model[8].

Ensenble methods (EMs) application has shown a rapid growth for several years inthe M.
community [18][19]. EL conbines group the different nodels toreduce generalization error
withconparetothe individual predictors. That isiftheindi vidual predictions can be conbined

toformasingle

Eventhoughthere are so many M. nethods a single ML technique wil not be suitable andthe
best fit for all types of datasetsTo alleviatethe accuracy gap of each ML al gorithns’ problens
can be mni mzed by applying EML method An EMLis a group of predicarsto predict target
variable and corbi nes to nini nize generalizationerror.

By definition EL is a conposite nodel for classification, depends on various classification
algorithns. EM are said tobe successfu ML al gorithns t hat conbi ne different nodelsto get an
ensenble which should be nore accurate thanits conponent ne mbers [7]. The inclination for

hi gher dassification accuracy nakes the ensenble preferable and i nportart.
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221 TYPES OF ENSEMBLE ALGORI THMS

Varioustypes of al goriths are suitablefor different application areas and data set t ypes based on
size and other criteria’s . For this study we have i nplemented ensenble algorithns since EML
algorithns have t he better accuracy (lowerrar), high consistency (avoi dng overfitting) and t he
reduction of bias and variance error. Applyingthis EM wll get the better out put than conpared
tosingle nodel which have sone problens like over fits, and experi menta resuts worth extra
training There are two fanous ensenble techniques those are bagging and boosting EML
techni ques applied based on t wo famlies those are averaging net hods and boosting net hods.
Averaging nethods builds several esti mat ors i ndependently andthento average their predicti ons
since the conbined estimator is usually better than any of the single base esti mator because its
variance is reduced Acomnon exanple of average boostingincl udesbaggi ng net hods, RFs By
contrast, in boosting nethods, base esti nators are built sequentially and one tries to reduce the
bias of the comnbined estimat or. The notivationisto comnbine several weak modelsto produce a
powerfu ensenble which includes AdaBoost and Gradient Tree Boosting

2211 BAGA NG

Bagging as Bootstrap Aggregation ( Bagging):- refers aggregation of nultide nodels that use
sane learning algorithm trained wth a subset of dataset randonmy picked from training
Hstorically bagging was proposed by the distinguished statistidan Leo Brei nanin 1994 to
i nprove classification by conbi ni ng classification of randonmy generatedtrai ning sets . Bagging
isa ML ensenble meta algorithmwhich used statistical classificati onand regressiontoi nprove
the stability and accuracy of ML al gorithns. Baggi ng wor ks by classifying t he trai ning datasets
into nultipe bags of models and each model trained separatel y and combi ned and finally each
baggi ng aggregatedreduce the variance and helps to avoid over fitting Several decision trees
which are generatedin parallel for mthe base learners of baggingtechnique. Datasanpled wth

replace ment is fedtothese learners for training The final predictionisthenaveraged
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2212 BOOSTING

Boosting is a machine learning ense bl e neta-algorithmfor pri marily reducing bias, and also
variance i n supervised learning, and a famly of machine learning al gorithns that convert weak
learnerstostrong ones[4]. Boostingis based ont he question posed by Kearns and Valiant " Cana
set of weak learners create a singlestronglearner?’ A weaklearneris definedto be a classifier
that is only slightly correlated wth the true classification (it can label exanples better than
random guessing). In contrast, a strong learner is a classifier that is arbitrarily well-correl aed
withthetrue classification Boosting nethod converts a set of weaklearnersintostronglearners
. The et hodto convert a weaklearnerintostronglearneris bytakingafam |y of weaklearners,
combinethemand vate. Thisturnsthisfamly of weaklearnersintostronglearnersin nmeanti ne
the training data kept into single bag and trai ned until the prediction accuracy i nproved

The base learners in boosting are weak learnersin whichthe bias is high, and the predictive
power isjust a bit better than randomguessing Each of these weak learners contributes some
vital infor mation for prediction enablingthe boostingtechnique to produce a strong | earner by
effecti vel y combi ning of t hese weak | earners. The final strong | earner brings down boththe bias

and the variance.

In contrast to bagging techni ques like RF, in whichtrees are grown totheir maxi numextert,
boosting nakes use of trees wth fewer splits. Such s nall trees, which are not very deep, are
highly interpretable. Paraneters like the number of trees or iteraions, the rate at which the
gradient boostinglearns, andthe depth of thetree, coul d be opti nall ysel ectedt hrough vali dati on
techni ques li ke k-fd d cross-validation Havinga large nunber of trees mght leadto over fitting
So, it is necessaryto carefuly choosethe stopping criteriafor boosting There are different t ypes
of boosting algorithns for different data science applications sone of them are
Ada Boost, LPBoost, GoBoost , BownBoost , Gadient Boosting and XGBoost.

AdaBoost :- it is the short for Adaptive Boosting is a machine learning meta-al gorithm
for mulated by Yoav Freund and Robert Schapire, who wonthe 2003 Godel Prizefor their work
It can be used in conjunction wth many other types of learning algorithns to i nprove
perfor mance. AdaBoost is sensitiveto noisy data and outliers. Insone problens it can be less

susceptibletot he over fitting probl e mt han ot her learning al gorithns. The indivi dual learners can
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be weak but aslong as the perfor mance of each oneis slightly better t han rando mguessing, the
final model can be proven to converge to astrong learner.

Li near Programm ng Boosti ng ( LPBoost):- is asupervised classifier fromt he boosting famly
of dassifiers.

CoBoost:- it is asem-supervisedtraining al gorithmproposed by Collins and Singer in 1999
The original applicationfor the al gorithmwas t he task of Naned Entity d assificati on using very
weak learners. It can be used for perfor mng semi -supervised learning in cases in whichthere

exist redundancy in feat ures.

BrownBoost:- is a boosting al gorithmt hat nay be robust to noisy datasets. BrownBoost is an
adaptive version of the boost by mnajority algorithm As is true for all boosting al gorithns,
BrownBoost is used in conjunction with other machine learning nethods. BrownBoost was
introduced by Yoav Freundin 2001

222 CUSTOMER CLASSIFI CATI ON

Custoner classificationisthe process of i dentifying which part of custonmer observation fits on
the base of atraining dataset on the known group me nbership dassifications toidentifythe
whi ch part of classes (sub-popul ations) a newt hing of observationfits, onthe base of atraining
data set covering observations (or instances) on which group nenmnbership is known and
measured in the case of supervised learning The task of clusteringis to group into objects.
S nmlartothis, objectsinthe si mlar group (denated as a cluster) which moreliketo be the sane

other thanto which are indifferent groups.

Qustering is hel pful for data analysis and as a preprocessing step for various learning tasks,
utilize clusteringin predction cani nprove prediction precision[12]. Snce Qusteringis a plan
forinfor mation conpression It wil al ongt hese lines (when expressed as atransudativeissue for
effortlessness) inal likelihood i nprove the prediction error.
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Qassification is used to structure data inthe required pattern As indicated by a pre-defined
metric data - points focuses on one group by definition exceptionally like each other than to
infor mation focuses fromdifferent groups. Qassification appearsto be helpfu for predict asitis
essertialy a plan for infor nation conpression[20]. By conpression we learn sonething
irtrigu ng about t he structure andthe regul aritiesint he datat hat can be utilizedto maybei nprove

the expectation of accuracy.

223 APPLED METHODOLOG ES

Inthis study fromt he various ML et hods t he follow ng net hodol ogi es sel ected and descri bed
includingtheir uni que feat ures and applications. The applied nmet hodol ogies are:-LR SVM RF,

and XGB classifiers.

2231 LOASTIC REGRESSION

Logistic Regression (LR) algorithmis utilized for anticpating factors wth the li mted
arrange ment of qualities. In LRthe output is a probability distribution wth estee mshort of one.
LR depends on naxi num probability esti nationinstead of the l east square’s esti mation usedin
custonary different relapse exam nation, henceforth requires nore info infor nation for better

outcones. It is a probabilistic approach and it provides feature statistical significance.

Li near regression - It Wor ks on any si ze of t he dataset and gi ves data about t he si gnificance of
features. It isthe advantage of linear regression

Polynoma Regression: - Works on any size of the dataset and wor ks a very well on nonli near
issues whereas it needs to pickthe correct polynomi al degree for a good hias/ variance tradeoff.
Decision Tree Regression: - It is Interpretability, no requirenment for feature scaling since it
takes a shat at bathlinear and nonlinear is whereas its poor results ontoo small datasets because
of the event of overfitting effectively.

Randomforest Regression: - Powerful and accurate, good perfor mance on many proble ns

includi ng nonlinear, nointerpretabl y overfitting can easily occur
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2232 SUPPORT VECTOR MACH NE (SVNM

The Support vector machine (SVM is a supervised learning nethod that creates i nput-out put
mappi ng capacities froma la of narked preparing i nfor mation The mapping capacity can be
either a groupi ng capacity which nay be the classification of theinfor nation, or arelapse work
For order, nonlinear portion capacities are regularly used to change input infor nation into a
hi gh-di mensional conponent space in which the i nfor nation becone increasingly detachable
contrasted wththe first infor mation space. Mbst extre me edge hyperplanes arethen nade. The
model consequently createdrelies upon just a subset of the preparationinfor mation closetothe
class li mts. Additionally, the nmodel delivered by Support \ector Regression disregards any
preparation i nfor mation that is adequately near the nodel forecast. SVMs are likewse saidto
have a place with " Kernel nethods". W discussthe accuracy results and perfor nance anal ysis

by conputing recall, precision and F neasure.

SVMal gorithns use aset of mat he matical functions that are defined as the kernel. The function
of the kernel istotake dataasinput andtransfor mitintotherequiredfor m Somne of the common
kernels used wth SVM and their short purposes:

» Polynomal kernel(lt is popular ini nage processing)

» Gaussian kernel (It is a general-purpose kernel; used whenthereis no prior know edge
about the data)

» Gaussianrada basis function (RBF)(It is a general-purpose kernel; used whenthereis
no priar know edge about the data)

> Laplace RBF kernel(lt is a general-purpose kernel; used when there is no prior
know edge about the data)

» Hyperbodlictangent kernel( V¥ can use it in neural net wor ks)

» Signoid kernel( V¢ canuse it as the proxy for neural net wor ks)

» Bessel function of the first kind Kernel( V¢ can use it to renove the cross termin
mat he natical functions)

» ANOVAradia basis kernel( V¢ can use it inregression problens) and

» Linear splines kernel in one-d nension
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SVM - The advantage is its perfor nance, not influenced by outlier and not sensitivity to
overfitting whereas it is nat appropriate for nonlinear problens, not the best choice for alarge

numnber of features is the disadvantage.

2233 RANDOMFOREST

Arandomforest is a supervised learning al gorithm It can be used bathfor classification and
regression It is also the nost flexble and easy to use the algorithm Literaly a forest is
conprised of trees. It issaidthat the noretreesit has, the nore robust a forest is. Arandom
forest create decisiontrees onrandonmy selected data sanples, gets a predictionfromeach tree
and selects the best s uion by neans of vating It also provides a pretty good indicator of the

feat ure i nportance.

Random forests have a variety of applications, such as recommendation engines, i nage
classification andfeature selection Randomforests also offer a good feature sel ectioni ndi cat or.
Sci kit-learn provides an extra variable wththe model, which shows the relative i nportance or
contribution of each featureinthe prediction It automatically conputes the relevance score of

each feature inthe trai ning phase

RF Qassification: - It is a nore powerfu and accurate good perfor nance on nmany problens
including nonlinear is the advantage in contradiction no interpretability, overfitting can easily
occur, need to choose decision for the enor nous nunber isthe negative part of the al gorithm

2234 XGBOOST

XGBoost as we canseeinthe folowng Hgure 2 1isthe nost i mportant Ense nble learning
(ED) tod whichis used for supervised learning. An advantage of utilizing the ensenbles of
decisiontree methods like gradient boostingis that they can automatically provide esti nates of
hi ghlight significance froma prepared predictive nodel. Predictions can be consolidated by
unifor m averaging weighted averaging or group them together. Averaging prediction
conbi nation divides the nunber of qualities whereas \WWighted is when esteens take diverse
significance, so you duplicate by their weight (significance) at that point entirety everything up,
at that point separate by the absol ue wei ght by simple averaging as it were. the predictionsina
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regression task (proportionate to casting a balla in a characterization task) is nost likely the
least de manding approachtojanthem

Inthe first place, averaging every one of these expectations probably won't be productive as
sone of them may be poor indicators and inthis way may de nonstrateto be adverse tothe
forecast exactness. Inthis manner, a subset of the absol ute number of forecasts acquired nust be
found the mddle value of toi nprove exactness. Like referenced before, instead of unifor m
averaging a weighted averaging or the utilization of a troupe strategy could significantly
i nprove the joined forecast. Good nodel training perfor mance and ability of to build nore
accurate nodel arethe advantage of XGboost and taking nore ti ne for traing due toiteration

process are the dsadvantage.

Boosting( X

Gboost, GB

Figure 2 1 Machi ne learri ng d assification [ 21]

Uni que features of XGBoost:- Sone features of XGBoost that nake it preferable are:-
reguarization Handling sparse data, Wighted quartile sketch, Hock structure for parallel

learning Cache awareness, Qut-of-core conputing

Regul ari zation:- XGBoost has an alternati veto punish conplex nodelsthrough both L1 and L2

regul arization Regul arization hel ps in avoi di ng overfitting

Handling sparse data:- Mssing infor mation processing steps like one-ha encoding make
infor mation neager. XGBoost jains a sparsity- mndful split discovering calcuationto deal wth

various sorts of sparsity designs inthe infor mati on.
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Weighted quantile sketch:- Mst existing tree-based al gorithns can locate the split points
when the i nfor mation focuses are of equivalent loads (uilizng quantile sketch calcuation). In
any case, they are not preparedto deal wth weighted data XGBoost has a distributed weighted
qui rtile sketch algorithmto viably deal wth wei ghted i nfor nation

B ock structure for parallel learning:- For quicker processing XGBoost can utilize various
centersonthe CPU Thisis conceivableinlight of a bl ockwassyste minits franework plan Data
isarranged and put awayin- me nory units called squares. Incontrast to different al gorithns this
enpowers the infor mation designto be reused by ensuing cycles, rather than processingit once

more. This conponent likewse serves hel pful for steps like split findi ng and secti on sub-testing

Cache awareness:- InXGBoost, non-constant me nmory access is required to get the angle
insights bylinerecord Henceforth XGBoost has been opti mal use of hardware. Thisis finished
by distributing all ocatinginternal buffersineach thread, where the gradient insights can be put

awnay.

Out-of-core conputing:- This feature advances the accessible disk space and expands its
utilization when taki ng care of enor mous datasetsthat dorit fitinto me mory. XGBoost re mains

gane changer inthe M. community.
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CHAPTER THREE
METHODOLOGY

31 ARCH TECTURE OF THE DESI GNED PROPGOSED PREDI CTl ON MODEL

Inthis chapter, the design and i nplenentation of bank customer classification and pridiction
using ensenble nethod elaborated in detail. We adopted our design from Yiyan Jiang which

was devel oped for predicting the success of bank tel e mar keting using Logistic regression[5] .

The general architecture of potential bank custoner prediction is given in Hgure 3-1 The

architecture has five major phases;
The I is Bank data cdlection fromonline UQ bank dataset

The 2" phaseis Data pre-processing which usedto refine our Data cleaning feature sel ection

ED, datatransfor mation and data validati on tasks have been done here

The 3 phaseis I nplementingthe selected al gorithns LR with different kernels, SVMinthe
pri mal and wth dfferent Kernels, RFand a last E M using XGBoost

The 4" stepis conducting data anal ysis and Eval uationt o conpute usingt he chosen data andt he

effecti veness of the proposed nodels realized by each a gorithns accuracy, precision and recall,

The 5th andlast stepisthe end of our job which is anal yzi ng draw ng concl usi on based on t he
graphical and aggregated experi nental resut . On fig 3.1, we showed the intractive and

connectiveness of each conponents inthe rmodel [22].
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Row Bank Data- Aeonline available UQ bank dataset

Processing Bank Row Data:- The collected row bank data should be processed duetothree
reasons , those are for fixing mssing val ues, Data Sandard zation and to opti mze variabl e sets.

Trainng data- 80%aof bank dataset
Test data- 20%of bank data set

LR SVM RF, XGBoost:- are nethods, trainngappliedineach nmethods andfor eachthe result
of accuracy, Fl-score, recall and pression and ROC val ue registered separaely

H nal Pridction Resut:-the conparision of LR SVM RF and XGB boost based on each testing
ACCuracy, AUC and ROC val ues

32 DATA PREPROCESSING

In M, proper dataexpl oraionisthe major critical task which has a great impact ont he accuracy
of the learning prediction since data expl oration isthe process describingthe data by means of
statistical and visualizationtechniques in order tobringi nportant aspects of that dataintofocus
for further anal ysis. Under data expl oration the followng major tasks will be done those are
Data feature variable exploration Data collection managenent of outliers, di nensionality

reduction and data redundancy resad uion

Inorder to perfor mpotential bank customer prediction the data should first be convertedinto
suitable for mat and arranged in tabular for nmatthe pre-preparing nmovement is i mperative to
i nprove t he accuracy, efficdency, and scalahility of the classification process. The data collected
fromonline available UC bank data. Therefore, t he data nmust be processed and spoketoa brief
and recogni zabl e configuration or structure. Therefore, data preprocessing which used to refine
data cleaning, duplicatere noval, null val ue fndng and correcting and bal anci ng have been done,
here The preprocessing assignment was executed utilizing using a progranmi nglanguage called
Pyt hon (Python 3 6).
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321 Bank Data Set
After collecting the detail data and Exploratory data anal ysis were done using Python. The

dataset has been pre-prepared and has no missing qualities. Qutline of the dataset presentsthe

opportunityto assess certai n characteristics
The final collected and prepared bank datasets are wth 10, 000 i nstances and 14 features
including the row nunber of which 2037 instances considered as for potertia © yes(1)’

those areter mdeposit subscribers and 7963 nstances of “ ‘no(0) > as a responseour interstisin

predi cting ter mdeposit customers which are 20%

Table 2- Patertial bank custoner dataset feature

Nunber of the rownthe dataset based onthe

1 | Row nunber chronol ogical order N neri ¢ /conti nuous
2 | Custonerld Lhi que 1d of custoner given by N neri ¢ /conti nuous
3 | Surnarme Nae of custormer Gategorical/discrete
Nu ber of ti nes a customer used bank service
4 | Nooftransaction | inthe giventi ne period N neri ¢ /conti nuous
Location of a custoner nthe netropolitan
5| Aty cites Gategorical/discrete
6 | Gender @nder of custoner ether nale or fermale Gategorical/discrete
7| Age Age of custoner N neri ¢ /conti nuous
8 | Tenure Say of a custoner by using bank service N neri ¢ /conti nuous
9 | Balance Re mangwor ng bal ance of a custoner N neri ¢ /conti nuous
10 | NumOf Products | Number of a product provi ded by the bank N neri ¢ /conti nuous
11 | Has DO Card Is a custoner have a debit card or nat Gategorical/discrete
i nacti ve
12 | me mber Qust oner status as active or in active Gategorical/discrete
yearly
13 | increnental The yearllyincomne of acustoner N neri ¢ /conti nuous
14 | Potential Gategorical/discrete

Dimensionality Reduction:-
of the dataset so as to lessen reduce redundancy.
reduction should be possible in two distinct ways;
the most significant variable from the informational index.
The second technique is through
and by finding a smaller set of new

technique is called feature selection.
the exploitation of redundant data,

It is important to decrease the dimensions
Dimensionality
one by keeping just

This
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variables, each being in the mix of the information factors containing
essentially the same data as the information variable.

3.22 Nor nmalzaton

Next, wve standardized the data and both axis in order to have asi mlar proportionate
representation of the components. Offerent features have a different scale of unit neasure nent.
For instance, the feature age is neasured in years, balance is a currency unit. The z-score
nor malizationin whichthe feature variabl esare standar d zed dependent ont he nean and standar d
deviaion of the features was used To nmintaina strategc distance fromthe i npacts of the
individual highlights we nor nalize by subtracting eachinstance of t he feature variabl e fromt he
mean at that point isdate the result by the standard ti ne frane instead ofdeviation of the

particu ar variables, using the bank-potertial dataset.

33 EXPERI MENTAL METHODS

Exper nental nethods nmeinly ai med to acconplish iderntify and visualize which factors
contribute to custoner to be potertial and to build a prediction nodel that wll perfoom a
custoner is a potertial customer to select ter mdeposit or not and Preferably, based on nodel
perfor mance, choose a model that wil attachthe potential andthe | east partid pant custonersin
another way the potentia and the custoners who doesn’t subscribe ter m deposit . The
experi nental nethod has five steps. Those are Dataset reviewand Preparation Expl oratory data
anal ysis, feat ure engi neering, Data preparation for model fitting and for nodel selection

3.31 Dataset reMiew

Inthis section we have identfed the structure of data exploredin order to understandt he i nput
space the data set and to prepare the sets for exploratory and prediction tasks. Practically the
i nportart libraries i nported the data frane i nported unique and null val ues have been checked
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Fromdatareview the fdlowng facts consi dered

The balance is for a g ven date and depend onthe bal ance a the end of fiscal year.

There are custoners who areinactive andter mdeposit subscriber and have a balancein
their account

Active nenbers arethose who uses their account once at least inthe three mont hs.

Nu mber of transactions is bath debit and credit transacti ons

Nu mber of products is onlyinthe nunber and each product can’t be neasured here.
Wsing expl oratory Data Anal ysisthe bank data (bank- Potertia) was thoroughl y expl ored

o o~ W

usi ng data visualizationtechni ques and physical assess nent of the data. Sgnificant ti ne

was spent inspectingthe dataset physicallyintabular for mat in python

34 MODEL EVALUATION

This activityis responsible for describingthe eval uation paraneters of the designed nodel and
its results. Eval uation of the systemis made wth the eval uation parameter that conpares the
nunber of the data which are categorized correctly and incorrectly. The conparisonis done
bet ween the data categorized by the proposed model systemand that of the manually | abeled
(categorized) data In order to have a common perfor nance evaluation netric for the
classification and ense bl e al gorithns and the classification accuracy ( CA- wll be used as t he
final test of perfor mance. Qher relevant mnetrics such as Precision and Recall wll also be
accorded awareness in order to understand and appreciae the perfor nance of the classification
and ense nble al gorithns onthe bank dat aset.

Inthis examnation the presentation of the proposed nmodel is eval uated by taking about the
experi nental status of test accuracy, recall and f1 score tests in order, the precision is
characterized as t he quantity of true positives isdated byt he whol e of sum of true positives and

false positives, whichiscomnmunicated by Equation
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3.41 Precision

Precision( P): It very wel | consi dered as a proportion of precision whichis thelevel of exanples
marked as positive that are actually positive. Precision in other words, is the fraction or
percentage of detected or retrieved instances that are relevant by the classification
algorithm Accuracy is the nunber of true positives partitioned by the conplete numnber of
conponents marked as having a place withthat class. Hgh precision means that the majority of

itens labeled as for instance ‘positive’ indeed belong tothe class ‘positive’ andis defined as.

e True positives are positiveitens that we correctlyidentified as positive for positive class
and Negativeitens that we correctlyidentified as Negative for negative class.

e False positives (or Type | errors) are negative comments that we i ncorrectlyidentified
as positive for positive class and positive comments that we incorrectly classified as
negatives for the negative class

Precision and recall reach their best val ue at 100% and worst at 0% while F- nmeasure reachits
best val ue one and worst zero

342 Recdl

Recall can be consideredas a nmeasure of conpl eteness, whichisthe level of positive exanples
that arereally marked as positive. Recall at the end of the dayitisthe portion or level of relevant
instances t hat are detected and retrieved by t he classification al gorithm The reviewof groupi ng
is characterized as t he number of true positivesisolaed byt he all-out nunber of conponentst hat

have a place wththe positive dasses.

Recall (Risthe nunber of true positives partitioned by the all-out nunber of itens that really
have a place wththat class. Ahighrecall i npliesthat nost of the' positive things were marked
as having a place wththe class ' positive.
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e True negatives areirrelevant itens that we correctlyidentified as irrelevant. (negative
comments nat dassified under positive for positive class and vice versa)

e False negatives (or Type Il errors) arerelevant itens that we i ncorrectly i dertified as
irrelevant. (positive comments that incorrectly not classified under positive for
positiveclass and negative comments that incorrectly not classified under negative for

negative cass.)

343 F neasure( FL score)

F neasure (F1 score) is defined as the synphonious nean ofpprecision and recall whichis a
measure that joins Recall and Precisionintoa single Measure of performance thisis onlythe
result of precision and recall dvided by their normal the f neasure which is appeared by
The F neasure, whichisshownin Equation 33

(33

344 Area under ROC curve( AUQ

The Aea under Curveis a netric (usuallylessthan 1. 0) that measures the val ue of ROC The
AUC is a is nostly considered as a generalized neasure for a classification al gorithnis
separation power for more than two classes. The AUC is considered as a nore salid
measure nent and subsequently nore acceptablethan the classification precision dassification
Accuracy (CA.

CAis a netricthat estimates the presentation of a classification al gorithm withits capacityto
accurately order a binaryor nulti-dass response. Assuch, the classificationaccuracyisa neasure

of the proportion of datainstances for whichthe cdass prediction was correct.
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CHAPTER FOUR
EXPERI MENTAL RESULTS AND DISCUSSI ON

41 I NTRODUCTI ON

Inthis research six experi nents had done wththe four learning al gorithns Support \ector
Machine (SVMN), Logistic regression (LR, Randonforest (RF) and Extreme Gradient Boosting
(XGB) classifier. The six experi nents are At primal logistic regression Ht Logisticregression
with degree 2 polynomal kernels, At SVM with RBF kernel, fit SVMwth Polly kernel, At
Randomforest classifier, Ht extre me gradient boosting classifier. Al the results are presentedin

the subsequent portion

4.2 EXPERI MENTAL RESULTS AND ANALYSIS

After i nporting the above nodules and libraries, the second i mmediate task is to read the
processed datafrane(df)to pythons andto checkthei nportedrows and attributes. Inthis study
10000rows and 14 attributes before expl oratory anal ysis and predi ction modelingt hei dentifyi ng
i nportant attributes t he need of data rmani pul aions carried out. Al columms are checked for null
andtheirresultis O whichis no null val ue. A we canseefromtheresult of figure 2rownu nber,
custoner id surnamne, balance, yearlyincremental attributes are specificto a custoner. From
those row nunber, customrer id surnane is not required for the study since the val ue of each
attributeis specificto custoner anditisti me and ne morytaki ng For each val ue uni que val ues

displayed as describedinfigure 2

= & n'_zn;q‘_zé

Hgure 2- Lhique count

RowNumbex = 10000 ) -
CustomexId 310000 fd eaCh attrl bue
Surname 2932 .
Tooftransaction 480 Va.rlaue
City 3
Gendex =
Rge 70O
Tenurxre = S
Salance &e3s82=2
NumOfProducts 9
HasDtCaxd =2
IsActivelMembex =2
earlyvincrimental 99995
Potential =2
dtyvpe inte4a
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Feature Selection- Inthis study so as to decide the nost relevant features in order to get a
relevant result fromt he experi nent the deter mnant feat ures shoul d be i dertified To do so from
10000rows and 14 attributes before expl oratory anal ysis and predi ction modelingt he i dentifying
I nportant attributes the need for data nani pul ations carried out.

It isi nmportant to understand the nature of the distribution of the bank dataset (bank-patertial)

andits feat ures before any for mof anal ysisis perfor ned onthe data Indata expl orationfeature

selection is the mgjor task feature selection the process of selecting relevant features and

discardingirrelevant features. In data expl oration Anomalies, outliers and extraord nary qualities
were effectivel yidentified during data expl oration.

Table 3:- Potentid bank custoner feature variades status

Nueric
1 | Row nunber Row nunber from1to 10,000 /conti nuous
Nueric
2 | Custornerld 8 digt Lhiqueid of acustoner /cortinuous
3| Surnane Na me of custoner Gategorical/dscrete
Nurreric
4 | No. of.transaction | 350 to 850 nunber of transactions /conti nuous
5 | Geography “‘Spaini’) France ’ and‘ “Ger nany’ Gategorical/discrete
6 | Gender “nalé’ a‘‘Fenale’ Gategorical/discrete
Nueric
7| Age 181t0 92 years /cortinuous
Nueric
8 | Tenure 0 years to 10 years /cortinuous
Re mai ning bal ance onthe custoner account 0to Nuneric
9 | Balance 250898, 01 /conti nuous
Nueric
10 | Nu nmof Proucts 1to 4 products /cortinuous
11 | Has DO Card 1for “‘yes’, 0 far < ng”’ Gategorical/discrete
12 | IsActive M mber | 1for ““‘yes’, O for < nd’ Gategorical/discrete
Nuneric
13 | yearlyincri nental | 11 58 to 199992 5 /conti nuous
14 | Potentid 1for “‘yes’, O far *“ no”’ Gategorical/discrete
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The datafrane structure displayedin Table 5, Here our maininterest isto get an understand ng
as to howthe given attributes relate to the 'potertia' status. The fdlow ng figure displays
potertial and non-patentiastatus. A we can seein figure 3 fromthe tota dataset 79.6%are
patential and 20.04%customers are non potentialhence we are goingto eval uate the potertial
level of the 79.6 When proceedi ng our experi nent by checking our variable datatypes, nostly

we have a categorical variable and 5 continuous variabl es.

Noof
Tran
sact
Tenu | on
Nooftr Num Balance re Give
transact Ten Oof Ha:zDt | IsActive | veary Pote | weary BvA [ n

ion Geography | Gender | Age | ure Balance Products | Card Member | incrimental | ntial | incomeRatio | ge Age
Germany 006
2139 6284 Female 42 3 7330038 1 ] 2122834 | 0 3453373 25 | 1425
Spain 021 ) 1376
6332 647 Male 47 10 99835.17 1 0 1 8910305 | 1 1.120446 | 2766 | 3937
Spain 014 ) 1843
2805 756 Male 41 6 | 14904002 1 0 1 3042236 | O 2056028 | 6341 | 9024
France 003 | 1003
3331 552 Male 35 3 0 1 1 1 40333904 | 1 0] 4345 | 6364

Germany 0.19 | 1472
4314 330 Female 36 T 0 2 1 0 80619.09 | 1 0 [ 4444 | 2222

[=]

Table 4:- Dataset Data frane

Proportion of term deposit subscriber and not subscriber

TD_subscribed

TO_not_subscribed

Hgure 3:- Ter mdeposit subscri ber Potentid custoner status
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The' Satus relation wthcategorical variables represented as fdlows.

As we cansee fromfg 3 the proportion of ter mdeposit is not relatedto custoner and Sonmne
ti nes said to be inversely proportional The proportion of Fenale custoner ter m depositor
greater thanthat of male customers inactive customers subscribed more onter mdeposit ot her
than active custoners

BEEEREER

Hgure 4- The'Satus relaion wth categorical variables
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Rel ations based on the conti nuous data attri butes

1H

e 175600 1
1

BusOiPraducts
-

Fotential

[
-
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Potertsl

O BB T
2
By

-]
]
n
w
50
]
]
0

4 Pobentiat
- 0
L

:

TR L

2 aanco

Hgure 5- Relations based onthe continuous data attributes

Credit soreis na significant for ter mdeposit subscri ption

The o der custoners subscribes ter mdeposit than the younger (there should be

moti vation for younger's)

3. Tenure, product and salary doesn’t have +ve or -ve inpact onter mdeposit

subscri ption cust o ner

Terse
z
i
I.
L
. &

Pebentisl

B

Protentisl

4. Acustoners who have nore balance doen’t subscrbe ter mdepost whch Wl be the

potertal for lendng

Wsingthe data set the falowng feat ures Inthis part custoner balance and yearlyincone ratig

tenure and age , nooftransaction wth age have been visualized

For easier nanipulation col umms shall be arranged by bath continuous and categorical data

types to be trained
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Table 5:- Qustoner balance and yearlyincone ratiq tenure and age, no of transaction wth age

Pot | Nooft . . . Balancevearl . Nooftr .

ent | ransa | Age 1;::,: Balance _\ru D':]lﬂ?: "riﬂmr:::‘;::l‘i vincomeRati LA AB ansacti Hg ;Ir):: {i‘;‘;ﬂ: City | Gender

ial | ction ] B on -
8139 0 634 43 3 | 7330038 1] 2122834 3.453373 0.0623 634 -1 -1 | Spain Female
6332 1 647 47 10 | 99833.17 1| 89103.03 1120446 0.212766 647 -1 1 | Francs Male
3883 0 136 41 6 | 1480409 1| 5042236 2.956028 0.146341 136 -1 1 | France Male
3351 1 552 33 3 0 1| 40333.94 0 0.054543 552 1 1 | Germeny | Male
4314 1 330 36 7 o 2| 80619.00 0 0.194444 330 1 -1 | France Female

Feature Engineering :- The nain objective of feature engineeringistoadd features that are
likely to have i npact on the bank potertial custoner. Inthe above we have seentha for
conitinious variables of test databases The pri marytaskinthe feature engineeringistosplit the
training and testing data sets wth 80 %for training and 20 %f or testing which neans we have
used 8000 rows for training and 2000 rows for testing fromthe 10000 rows of data set.

QA assification wor ks by learning froml abeled feature sets, or training data Mbst papersthat we
have usedfor theresearchesthe 20 %of thetotal data usedfor testingand there mai ning 80 %f or

training for our research wor ks[5][17].

Inthe feature engineering, we have checked the relation of balance and Yearly increnental,
custoner Age wthtenure status of a custoner and Nunber of. The detailed result describedin

figure 7in detail.

The Balanceyearlyincrementalratia Tenureage, Oredit Score d ven Age have beentrained andt he
resulting datafrane have been displayed as folows by omtting Nunber of t hetransaction dty
, Gender, Age, Tenure, Balance, Numberof products, Handcard, Is Active Ve mber, and yearlyinc

renmental feat ures.

Patential | BalanceyearlyinconeRatio | TenureByAge | Noof Transaction@ venAge
8159 0 3 453373 0. 0625 14.25
6332 1 1120446 0.212766 13 765957
8895 0 2 956028 0.146341 18439024
5351 1 0 0. 054545 10. 036364
4314 1 0 0.194444 14, 722222

Table 6:- Additional trai ned feat ure
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BalanceyearlyincrimentalRatio

As we have seeninthe above continuous data attributes balance and age have an i npact on
ter mdeposit subscriltions but credit score, yearlyincremental, salary and product doesn’t have
any significant role. After feature engineering Salary has little effect on the chance of term
deposi subscriptions. Inthe case of Balancesalaryratiq the customers wtha hi gher bal ance salary

ratioter mdeposit subscription status alsoincreased

As per the description in the 353 The Balanceyearlyincrenentalraigq TenureByAge,
Nooftransactiond venAge have been added and trained Fomthe bel ow anal ysisA gure 7 the
yearly increnental doesn’t have an i npact to consider as potertial or not potentia customner
classification whereast he custoner withsignificant bank bal anceare nat poterntial andt he bankis
losing Whereas after taking the balance and yearly increnental ratio we have seen that the

yearlyincrenental has littlei npact onthe chance of patertia custorrer.

100
3 Potential
0751 W 0
4 B 1
— 050 _
3 U025
E‘
o E_ I
2 @ Q.00
=]
=
& -0.25
1
-0.50
0 Potential
. 0 -0.75
[
-1 T T -1.00
0 1 0 1
Potential Potential

Hgure L- Trainng result of balance andincremental ratio and Age and tenure

However as seen above after training balance and yearlyincrenental together, ensure and age
there is a variance. The ratio of the bank balance and the yearly incremental indicates that
custormers wth a higher balance yearlyincrenental ratio are nore potential which would be
worrying advantage tothe bank as thisi npacts their source of 1oan capital. Regarding the
tenure and age since tenure is a function of age, we introduce a variable ai mngto standar di ze

tenure over age hence slightly contribute to potentia custoner.
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Data Preparationfor model fitting:- To dothe foll owngtasks the data preparationfor test data
shall be prepared The mgjor tasks are predicting the added newfeatures, Reorder the col umms,
change the 0 in categorical variables to -1 and encode the categorical variable, mini num

maxi mumscaling and ensuring that the variables are ordered inthe sane way as per the desired

Here the naintaskto Arange cdumms by datatype for easier mani pul aion by classifying as con
tinuous variabl es(continuous_vars ), Gitegory \ariables(cat_vars) totrainthe potertia trained d
ata and the sumof Continuous and category variables. The output dsplayed as the fdlowngtad

e using the fdlow ng code.

The ot her re mai ningtaskin data preparationfor model fittingistochange fromOto-1for thehot
variablesinorder to makethe modelstocapture a negativerelation For Hash Card, Is Active M
mber, Atyand Gender instancesto betrained Ensuringthat all one variablesthat appear inthe
train data appear i nthe subsequent data, Mn Mix scaling continuous variabl es based on mni nu
mand maxi numfromthetraining data andtoensurethe variables are orderedinthe sane way
as was orderedinthetraini ngset. The last stepfor data preparationfor nodel fittingis data prep
aratiopi peline for test data whch has the fdlow ng tass while preparing pi peline

# data prep pipeline for test data def Cf PrepPi peline(df _predict, df train_Cols, mn\&c, nax\kc):

# Add newfeat ures pridctng Bal anceyearl yi nconmeRatio Tenure By Age , Noof Trand ven Age
# Reorder the cd ums( bat h continuous_vars and cat_vars)

# Change the Oin categorical variablesto-1(for HasD Card and Is ActiveMe mber

# ne hat encode the categorical variables(cty and gender)

# Ensure that all one hat encoded variables that appear inthe train data appear inthe subsequent
data

# Nin Max scaling coontinuous variabl es

# Ensure that The variables are orderedinthe same way as was orderedin the train set
df_predict =df _predict[df train_Cols]

reurn df_predict

(Detail code available at the end of the study inannex
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Mbdel fitting and selection:-For nodel fitting we had i nplenented LR inthe PS and wth
different kernels, SVMinthe pri nal and wth differert Kernels and EM . To check each nodel

fitting practically we have i nported support functions, Ht nodels and scoring functions.

Table 4: python support, fit nodel and scori ng functions

# Support functionrs fromsHKearn preprocessing i nmport Pol yno m al Feat ures
fromsKearn nodel selectioni nport cross_val _score
fromsKearn nodel selectioni nport Qi dSearchCV
fromsci py. stats. i mport uniform

# Ht nodels. fromskearnlinear_nodel. i nport LogisticRegression
fromskearn svmi nport SVC
fromsk earn ense nbl e import Rando nForest G assifier
fromxgboost i nport XGBA assifier

# Scori ng functions fromskearn netrics i nport accuracy score sumof true..
positives and false
fromskearn netrics i nport dassification_report
fromsKearn netrics i nport roc_auc_score.
fromskearn netrics i nmport roc_curve

Once after i nporting the above support functions, fit models and scoring functions. Training
have been done onthe potertial data using various features. Pri mal logistic regression trained
using I bfgs solver where aslidinear solver for logistic regression degree 2 SVM with RBF
kernel and pol y kernel trained Randomforest classifier fit trained and extre e gradient boosting
classifier trained For each fit training the accuracy displayedincludingthe detail fea ure results.

Aftertrainingt he fit nodel the next taskis applaying fit best nodel. For i nstance t he fit and best
fit nmodel codes dsplayed as fdlows including the result respectively
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# Ht pri mal logistic regressiontra ning
param grid={ C: [0 1,05, 110 50,100], ' max_iter": [250Q], 'fit_intercept':[ True],'intercept_scaling
1,
‘penalty:[12], 'td":[0 00001, 0 0001, 0. 000001] }
log_pri mal _QGid=@idSearchC\ LogisticRegression(sa ver 21bfgs ), param grid cv=10, refit=Tr
ue, verbose=0)
log_pri mal _Qidfit(df_trainloc[:, df_traincdumms!=patertia'],df train Potertia)
best _nodel (log_pri mal_Grid)
out put
0.810375
{ C: Q1 'fit_intercept’: True 'intercept_scaling: 1, ' max_ iter: 250, 'penalty:'12, 'td": le-05}
LogisticRegression( C=0.1, class_wei ght =None, dual =False, fit_i rtercept =Tr ue,
intercept_scaling=1, max_iter=250, milti_class=ow', n jobs=l,

penalty=12, random state=None, sd ver=Ibfgs, td =le-05

verbose=0, war m start =Fal se)

# Ht pri mal logistic regression

log_pri mal = LogisticRegression( C=100, dass_weight =None, dual =False, fit_irtercept=True,int
ercept_scaling=1, nax_iter=250, multi_class= warr,n jobs=None, penalty=12, random state=
None, sd ver=1bfgs,td =le-05 verbose=0, war m start=False)

log_pri mal.fit(df trainloc[:, df traincolumms !="potertial'], df train patentia)

Out put:

LogisticRegression( C=100, dass_wei ght =None, dual =Fal se, fit_irntercept=Tr ue,
intercept_scaling=l, max_iter=250, multi_class= warn,

n_jobs =None, penalty=12, random stae=None, sdver=lkfgs',

td =le-05 verbose=0, war m start =Fal se)

Best nodel Ft status

FHt nodel status wth each six dassifiers status described inthe fdlow ng table.

A assifier Fit Best  Mbdel status Fit Best_Model status
best _rodel (Iog_pri nal _grid) 0.8151 03500 -
best _nodel (Iog_pol 2_grid 0. 8556 08400 1
best _nodel (SVM grid RBF 0.8519 05109 |
best_m)del (SVM_ng d_p0|) 0. 8545 07900 | _ ) ) ) ) ™ Fit Best_Model status
best _model (RanFor_gri d) 0.8631 & R o5 R
best_model ( XGB_grid) 0.8633 ST
S & 5§9§?§;$6969§

Figure 2 Best nodel At status

As describedinthe annex part fit and best fit traini ng codes have beeni nplenented for SVM
LR RF and XGB classifiers and their respected accuracy resut dsplayed
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The final stepisto Review best nodel fit accuracy: here our irterest is onthe perfor nancein

predicting the paential custoner whois highlyi nportart.

log_primal.predict 12
Precision |Recall |f1-score 0_; ]
0 0.83| 0.97| 0.89 ol  Precision
1 0.64| 0.24| 0.35 02 ::1 .
micro avg 0.82| 0.82| 0.82 0 , ‘
073 06 0.62 1 miCroavg macroavg Welai:ted
macro avg . . .
Weighted avg 0.79| 0.82 0.78
1.2
log pol2.predict !
Precision |Recall |f1-score 027
0 0.87| 0.97| 092| | °°] # Prectsion
mRecall
1]  077] 046] 057 | o o
micro avg 0.86| 0.86 0.86 02 1
macro avg 0.82| 0.71 0.75 0 -
. 0 microavg macroavg Weighted
Weighted avg 0.85| 0.86 0.85 e
SVM_RBF.PREDICT 5
Precision |Recall |f1-score
0 0.86| 0.98 0.92 1
1 0.85| 04 0.54 0z 4
micro avg 0.86| 0.86 0.86 B
macro avg 086 069] o073 | °° S
Weighted avg 0.86| 0.86 0.84 04 -  floscore
0.2 +
o |
microavg macroavg Weighted
avg
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SVM_POL.PREDICT

12

08 -

06 -

04

0.2

microavg macroavg Weighted

avg

M Precision
M Recall

M fl1-score

Precision [Recall [f1-score

0.86| 0.98 0.92

1 0.84| 0.38 0.52

micro avg 0.86| 0.86 0.86
macro avg 0.85| 0.68 0.72
Weighted avg 0.85| 0.86 0.83

RF.predict
Precision |Recall |f1-score
0 0.89| 0.98 0.93
1 0.88| 0.52 0.66
micro avg 0.89| 0.89 0.89
macro avg 0.88| 0.75 0.79
Weighted avg 0.89| 0.89 0.88
XGB.predict

Precision |Recall |f1-score

0.89| 0.97 0.93

1 0.83| 0.53 0.64

micro avg 0.88| 0.88 0.88
macro avg 0.86| 0.75 0.79
Weighted avg 0.88| 0.88 0.87

12

08

06

04

02

micro avg

macroavg Weighted
ave

M Precision
M Recall

W fl-score

12

0.8 -

06 -

04 -

0.2 -

microavg

macroavg Weighted
avg

M Precision
H Recall

mfl-score
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All Weighted average status

Precision [Recall |f1-score 08
0.88 )-""'“I—
log_primal.predict 0.79| 0.82| 0.78 0.86 W.{,;{i
- 0.84
log_pol2.predict 0.85| 0.86] 0.85 082 | .§ /
SVM_RBF.PREDICT| 0.86| 0.86 0.84 08 T -
— 078 +— —&#—Precision
SVM_POL.PREDICT 0.85| 0.86 0.83 0.76 —m—Recall
RF.predict 0.89| 0.89] 0.88 o fl-score
XGB.predict 0.88| 0.88 0.87 &N @\c:\ @\O SO
& & s s & -
& &S
o & 15"“3\/ G“‘&V

FH gure 3 Qo nparsion of each predcton agorithns and ther precison recall and Flscore resut.

As we can see inthe above dscussion Randomforest best pridcted than XGB and ot her
pridctions as wel logstc regerssion pri mal products wthloweval uation metricresut where as
logistic regeression wthdegree 2 predctionis better.

Log. _pri nal.fit(df trainloc[:,df traincdums!=Patertial'],df train Patential)
log_pol 2 fit(df train _pol2 df train Potertia)

SVM RBF. fit(df trainloc[:,df traincdums!=Potertia'], df train Potertial)
SVM POL fit(df trainloc[:,df traincdums!=Potertia'],df train Potertial)
RF. fit(df trainloc[:,df traincdumms!=Patertia'], df train Potertial)

XGB fit(df _trainloc[:,df traincdumms!= Patertial'], df train Potertia)

ROC Curve

10

0.8

06

True positive rate

0.4

log primal Score: 0.60139
log pol2 score: 0.7106
SVM REF Score: 0.69063
SVM POL Score: 0.6T916
RF score: D.7521

XGB score: 0.74941
Random: 0.5

0.2

0.0

D.I4 0. I6 1 _ICI

False positive rate

0.2

Hgure 4:- Trainng ROC curve
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The proportion of potentid custoner status resut:-A we have seen fromfigure 3 the
proportion of potertial custoner status about the 80 %of the tatal customer is potertial. Sothe
baseline nodel could beto predict that 80%of the custoners are potertial. we needto ensure
that the chosen nodel does predict wth great accuracythis80% asitis of interesttothe bankto
identify and keep this bunch as opposedto accurately predictingthe custoners thatare kept in
touch wththe bank by granting the appropriate benefits packages.

Status relation of a potentia custoner wth categorica variades resutinthedescri ption

In additiontothe above fromfigure 4, the folow ng points have been noted As we can see
fromthe graph thatvisualizes the status relation of a potential customer wth categorical
variables. The 1% resut observation is that the Mjority of the data is from persons from
Bahirdar. However, the proportion of potertial custoners is wth inversely relaed to the
popul ation of custoners alludingtothe bank possiby having a problemfor Debrenarkos city
custoners( maybe not enough custoner service resources allocated) inthe areas where it has
fever clierts. The 2" result observationis the proportion of potertial female custonersis also
greater thanthat of male customers. The 3% irteresting resut observationis,the majority of the
potertial custoners are those wth credit cards. G venthat the ngjority of the custoners have
credit cards could prove thisto be just a coincidence. The 4" Unsurprising result is that the
inactive e nmbers have a greater potentia tendency and worryinglyisthat the overall proportion
of inactive e mbersis quite high suggestingthat t he bank may need a programi nplenentedto
tunthis groupto active custoners asthis will defintely have a positive i mpact onthe potertial

custorer.
Status relation of a potentia custoner wth conti nuous variables resut in descri ption

The status relation of a potertial custoner wth continuous variables describedin Fgure 5. Fom
the i nage the noted results are the folowngs: There is no significant difference inthe credit
score distribution bet ween potertiad and not a potential custoner. The ol der custoners are
patential at norethanthe younger ones alluding toa differenceinservice preferenceinthe age
categories. The bank may needtoreviewitstarget nmarket or reviewthe strategy for retertion
bet ween t he different age groups. Wthregardtothe tenure the clierts on either extrene end
(spent littleti re wththe bank or ala of ti ne wththe bank) are norelikely potentia customer
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conparedtothosethat are of averagetenure. Worryingly, the bankislosing custoners wththe
significant bank a balance whichislikelyto hittheir available capital for lending Neither the
product nor the salary has a significant effect onthe likelihoodto exited

Data Preparation for nodel fitting

For best nodel fitting the falowng experi nents have been handled those are Aranging
colums based onthe datatypes for t he sake of easier nanipulation andto makethe nodel able
tounderstandt he negative relations for hot variables has a debit card, Is active ne nber? city and

gender training A last the trained data frane scoring result described fromtable 8totable 13

4.21 The experi nental resut wing Logistic Regression (LR

Logistic regression whichis a variaion of ordinary regressionthat is used when the dependent
(response) variable is dichotonous (takes t wo val ues). Inlogistic regression a binary logistic
model is usedto esti natet he probability of a bi naryresponse based on one or nore predictor or
independent variables. LR may use any of the follow ng paraneter’s'lbfgs, 'lidinear', 'sagd, ' saga
and the optional (default=lidinear'). For snall datasets, 'liblinear' is a good choice, whereas
'sag and'sagd arefaster for large ones. S ochastic Average Gradient(SAG nethod opti mzesthe
sumof a finite nunber of s mooth convex functions. Like the stochastic gradient (SGQ et hods,
the SAG nethod s iteration cost is independent of the nunber of terns inthe sum However,
by incorporating a memory of previous gradient values the SAG nethod achieves a faster
convergence rate than black-box SG et hods.

Itis faster than ot her solvers for large datasets when baththe nunber of sanples andthe nunber

of features are large.

4211 Logistic regression wsing pri mal prediction

Precision Recall F1-score Support
Potertial (1) 0.83 0.97 0.89 6353
Not patential(0) 0. 64 0.24 0.35 1647
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Table 7:- Accuracy Results for logistic regression using pri mal predi ction

4212 Logistic regression wth pay 2 prediction

Precision Recall F1-score Support
Potential (1) 0.87 0.97 0.92 6353
Not patential(0) 0.77 0.46 0.57 1647

Table 8- Accuracy Results for logistic regression using poly 2 pred ction

4.22 Support \ector Mchine (SVM Experi nental resut

The Support vector machine (SVM is a supervised learning nethod that creates i nput-out put
mappi ng capacities froma la of marked preparing i nfor mation Kernel SVM - It is a high
perfor mance on non-direct r problens and nat i nfluenced by outliers, nat sensitiveto overfitting

is prone of this adgorithmand nat the best preference for alarge nunber of feat ures.

SVMal gorithns use aset of mat he matical functions that are defined as the kernel. The function
of the kernel istotake dataasinput andtransfor mitintotherequiredfor m Sone of the comnon
kernels used wth SVM and their uses: Pol ynom al kernel(It is popular ini nage processing),
Gaussian kernel (It is a general-pur pose kernel; used whenthereis no prior know edge about t he
data), Gaussianradial basis function ( RBF)(Itis a general-purpose kernel; used whenthereis no

prior know edge about the data), Laplace RBF kernel (It is a general-purpose kernel).

4221 SVMwth RBF kernel

Radial basis function kernel (RBF kernel) is a popular kernel function used in various
kernelized learning al gorithns. In particuar, it is comnmonly used in support vector machine
classification The gammaparaneter is the inverse of the standard deviation of the RBF
kernel (Gussian function), which is used as a si mlarity neasure between two poins.

Intutively, asnallgamma val ue defines a Gaussian function wth alarge variance.
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Precision | Recall F1-score | Support
Potential (1) 0.86 0.98 0.92 6353
Not patential(0) 0.85 0.40 0.54 1647

Table 9:- Accuracy Results for SVM RBF kernel

4222 SVMwth Hoy kernel

Support vector machines (SVM) are aset of supervisedlearning et hods usedfor classification
regressi on and outlier’sdetection The advantages of support vector machines areEfectivein high
di mensional spaces. Sill effective in cases where a nunber of di nensions is greater than the
nunber of sanples.

Precision | Recall F1-score | Support
Potential (1) 0.86 0.98 0.92 6353
Not patential(0) 0.84 0.38 0.52 1647

Table 10:- Accuracy Resuts for SVMPoly kernel

4.23 The experi nental resut wing Rando m Forest A assifier

Precision | Recall Fl-score | Support
Potential (1) 0.89 0.98 0.93 6353
Not potertial(0) |0.88 0.52 0. 66 1647

Table 11: Accuracy Resuts Rando m Forest QGassifier

Arandomforest is a Meta esti nator that fits various decisiontree classifier on different sub-
sanples of the dataset and utilizations averaging to i nprove the predictive accuracy and
comnmand over-fitting The train() class nethod bulids this tree fromthe beginning begi nning
withthe leaf nodes. It at that poirt refinesitselfto mni mzethe nunber of choices expectedto
get wtha nane by putingthe nost enlightening feat ures a the top.
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424 Experi nental resut wsing XGB Qassifier

XGBoost is an al gorithmthat has recently been domi nating applied nachine learning and Kaggle
conpetitions for struct ured or tabular data XGBoost is ani npl e nentation of gradient boosted

decisiontrees designed for speed and perfor nance.

XGBoost has a very usefu function called ‘cv’ which perforns cross-validation at each
boosting iteration and thus returns the opti num nunber of trees required Tune tree-specific
parameters ( max_depth mn_child weight, gamma, subsanple colsanple bytree) for decided
learning rate and a number of trees. XGBoost has been lauded as the holy grail of machine
learni ng hackat hons and conpetitions. Frompredicting ad click-throughratesto classifying high
energy physics events, XGBoost has proved its nettleinter ns of perfor mance - and speed

XGBoost is an ensenble learning nethod Ensenble learning offers a systenatic sd utionto
conbine the predictive power of multipelearners. The resultart is a single model which gives
the aggregated out put fromseveral nodels. The models that for mt he ense mble, also known as
base | earners, coul d be either fromt he sane | earning al gorithmor different learning al gorithns.

Baggi ng and boosting are t wo wdely used ense bl e lear ners.

Precision | Recall F1-score | Support
Potential (1) 0.89 0.97 0.93 6353
Not patential(0) 0.83 0.53 0. 64 1647

Table 12:- Accuracy Resuts for XGB Q assifier

43 DISCUSSION OF THE RESULT

The training result of the six nmodels graphically visualized in the falowng figure 4. The
accuracy of extrene gradient boosting classifier scores74.94% and Random forest wth
(75219 finallythe accuracy of Logistic Regression both (pri nal and polynomal)60. 14 %and
71 06%, SVM Poly and RBF) 69.06% and 68% . Fomthe six nmodel, the best in Recall is a

randomf orest.
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Hgure 5 - Mdel conparisonfor adl wsed nodels

ROC Curve

10

0.8

0.6

04

True positive rate

P —— |og primal Score: 0.60139
- log pol2 score: 0.7106
0.2 - SWM RBF Score: 0.69063
- —— SWVM POL Score: 0.67916
- RF score: 0.7521
- = KGB score: 0.74941
0o === Random: 0.5

0o 02 04 06 08 10
False positive rate

Fgure 6.- ROC of al nodelsinthe training

Fromthe above results, our main ai mis to predict potertial customers which used for best
service and package providng rethod as per the i nportance of the customer for the business
hence the predicted potential customer put into some sort of schene in order to provide better
service and packages to do sothe recall neasure onthe 1'sis of moreimportancetothe study

thanthe overall accuracy score of the nodel.

Fromthe review of the fitted nodels above, the best nodel that gives a decent balance of the
recall and precisionis the randomforest where accordingtothe fit onthe training set, wth a
precisionscore on I's of 0.89, out of all custonersthat the nodel thinks are potential, 89 %do
actually potertia and wththerecall score of 0.98 onthe 1's, the nodel isableto highlight 98 %
of all those who are patertial.

4.1 Test nodel pred ction accuracy ontest data

Once after training each model usingtraining dataand after recei vi ng each model predictionsthe
next remnaining part istotest each nodels usingtest data and conpare wth previ ousresults.the
training data has 1996 rows and 17 cd ummes.
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RF. predi ct.test

Precision Recall | fl-score
0 0.87 0.98 0.92
1 0.79 0.38 0.51
m cro avg 0.86 0.86 0.86
macro avg 0.83 0. 68 072
Wei ghted avg 0.85 0. 86 0.84

Table 13:- nodel predction Accuracy resut.

1.2
1
0.8 - ]
B RF.predict.test
0.6 7 Precision
0.4 - . e
B RF.predict.test | _--
0.2 - Recall
0 - W RF.predict.test
N M _
#"vb ’b.;% ,&.& fi1-score
© © e,b
SIS
¢ & $é}%
~H gure 7 Rando mforest predcton resut —
ﬂ.U{ !"/{
00 02 04 06 08 10

False positive rate

H gure 8- ROC curve of Rando norest
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CHAPTER H VE
CONCLUSI ON AND RECOMMENDATI ON

51 CONCLUSI ON

The precision of the nodel test datais slightly higher wthregardto precision those custoners
who subscribe ter mdeposit However, inas nmuch asthe nodel has hi gh accuracy; it still msses
about half of those who areter mdeposited This could be i nproved by providingretrainingthe
model wth nore data over ti me whileinthe neanti me working withthe model tosavethethat
woul d be patential customer.

Inthis Research we conmparedthe six nodels LR Pri nal, LRPloy2 SVMwth RBF, SVMwith
Poly, RF, and XGB classifiers and observed ROC curve, XGB with RF Score showntre nendous
result. But if you consider other feat ures label like precision recall, F1 Scorethe nodels shown
the nearedtoeach other as we canseeinthefig1l ROC val ue of XGB is more betterthan with
RF. Hence we can conclude that XGB ense bl e classifier classifies and predict better than RF
and otherstoathe final RF ROCresult is 67.67% but XGB scores 79.94% whichis a better
resut thanthe state of art dassification and prediction a gorithm
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ROC Curve
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52 RECOMMENDATI ON& UTURE WORKS

Fut ureresearchshall focus on using different ense nble net hods, ont he product types rat her t han
onthe nunber of products, onthe nunber of transaction either credit or debit transactioni npact
on classification Qur inpressionisthat nmainly onthe custoner classification based on the
target variable patentia and non-potentia here the predction of customers who will leave the
bank shall be predicted
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ANNEXERS

# Read the data frane
df =pdread csv(' I:\ Bank_data Bank_potertia 1 csv, deli niter=,")$
df. shape

# Check co unms list and nassing val ues
df.isnull().sung)

# Get unique count for each variable
df. nuni que()

# Proportion of Patertial custoner and non potertia custoner
labels =" Patentid', ' Not potential’
sizes =[df. Patentia[df[ Potential']==1]. count(), df.Potential[df[ Patential']==0].count()]
explode =(Q Q1) #usedtoexplaide slice fromthe drce
figl, ax1 = pt.subpl ats(figsize= 10, 8))
axl pie(sizes, expl ode=expl ode, labelsdabels, auopct= %. 1f %%,
shadow=Tr ue, startangl e=90)
axl axis( equal')
plt.title(" Proportion of Potential custoner and a cust mer wth -ve response”, size = 20)
plt.show()

#Pyt hon code which appliedtotrain and test:
# Split Train test data
df _train = df.sanpl e(frac=0. 8 rando m state=200)
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df test =df. drop(df_train.index)
prirt(len(df_train))
prirt(len(df test))

# Arrange counms by datatype for easier manipul aion

continuous_vars =[ Nooftransactior, ' Age', ' Tenure', ' Bal ance'," NumCF Products’, *yearlyincom
e, ' Bal anceyearlyinconeation,’ Tenure By Age'," Nooftransacti on@ venAge' ]

cat_vars =[ Has 0 Card, "IsActive M mber'," Gty, * Gender' ]

df train =d _tran[[ Potentid'] +continuous_vars +cat_vars]

df train head()

# data prep pipeline for test data

def Cf Prephi peline(df _predict, of train_Cols, mnVec, max\£c):

# Add newfeat ures

df _predict[ Balanceyearlyincone Ratid] =
df _predict. Bal ance/ of_predict. Bal anceyearl yi ncome Ratio

df_predict] TenureBy Age ] =df predict. Tenure/(df _predi ct. Age - 18)
df _predict] Noof Transactiond venAge'] = df_predict. Nooftransacti or/ (df _predict. Age - 18)
# Reorder the cd ums

continuous_vars =
[ Nooftransactior,” Age,' Tenurée," Ballance,” NumOfProducts,' yearl yincri nental’, Bal anceyearl yi nc
oneRatid,

"Tenure By Age,' Nbof Transactiond ven Age' |
cat_vars =[ Has O Card,'Is Active M mber',"Gty", " Gnder"]
df predict =df_predict[[Potertia'] +continuous_vars +cat_vars]
# Change the Oin categorical variablesto-1
df_predict.loc[df predict. HhsD Card == 0, 'HasDCard] =-1
df _predict.loc[df predict.IsActive M mber == 0, 'Is Active M mber'] =-1
# (ne hat encode the categorical variables

Ist =["Aty", " Gnder"]
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renmove =list()
foriinlst:
for jindf_predict[i]. uni que():
df_predict[i+ ' 4] =npwhere(df_predict[i] ==j,1,-1)
re move. append(i)
df_predict =df_pred . drop(re nove, axis=1)

# Ensure that all one hot encoded variables that appear inthe train data appear inthe
subsequent data

L =list(set(df train_Cols) - set(df predict.cd umms))
forlinL
df_predictstr(l)] =-1
# Mn Mx scaling coontinuous variables based on min and max fromthe train data
df _predict[continuous_vars] =(df_predct[continuous_vars]- mn\ec)/( nax\ec- mn\Lc)
# Ensure that The variables are orderedinthe same way as was ordered inthe train set
df predict =df predict[df train_Cols]
reurn df_predict
#Function of to g ve best nodel score and paraneter
def best _nodel ( nodel):
print( nodel. best_score )
print( nodel. best_parans )
print( model. best_estimat or )
def get_auc_scores(y_actual, nethod, nethod2):
auc_score =roc_auc_score(y_actual, nethod);
fpr_df, tpr_df, =roc_curve(y_actual, nethod2);

return (auc_score, fpr_df, tpr_df)
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# Rt pri mal logistic regression

param grid={ C: [0 1,05, 1 10 50 100], ' nax_iter': [250], 'fit_irtercept':[ True],'intercept_scalin
d:[11,

"penalty:[12], 'td':[Q 00001, 0 0001, 0. 000001] }

log_pri mal _Gid=QGidSearchC\ LogisticRegression(sa ver =1bfgs), param grid cv=10, refit=T
rue, verbose=0)

log_pri mal _Gidfit(df _trainloc[:, df _traincdums!=patentid'],df train Potertia)

best _nodel (Iog_pri mal_Grid)

0.810375
{ C: Q1 'fit_intercept': True "irtercept_scaling: 1 ' max_iter: 250, 'penalty:'l2,'td": 1le-05}
LogisticRegression( C=0.1, dass_weight=None, dual =False, fit_irntercept =Tr ue,
intercept_scaling=1, max_iter=250, multi_class=owr', n_jobs=1,

penalty=12, random state=None, sd ver=1bfgs, td =le- 05,

verbose=0, war m start =Fal se)

# Ft logistic regressionwith degree 2 poynoma kernel
param grid ={ C: [0 1,10, 50], ' max_iter': [300,500], ‘fit_irtercept':[True],"irtercept _scaling:[
1]," penaty:['12],
'td":[0 0001 0 000001]}
poly2 = Polynom a Features(degree =2)
df train_pol2 =pady2fit_transfor n{df tranloc[:, d _trancdums !="Exited])
log_pol2_@Gid = @idSearchC\ LogisticRegression(sd ver ='liblinear'), param grid cv=5, refit
=True, verbose =0)
log_pol2_Qidfit(dF_tran_pol 2 of train Potertid)
best _nmodel (log_pd 2 _Grid)

0.995125
{ C: 50 'fit_intercept': True, "irtercept_scaling: 1,' max_iter': 300 'penalty:'l2, 'td': 1le-06}
LogisticRegressi on( C=50, dass_wei ght =None, dual =False, fit_intercept =Tr ue,
intercept_scaling=1, max_iter=300, milti_class=ow', n jobs=],

penalty=12, random state=None, sd ver =liblinear', td =le- 06,

verbose=0, war m start =Fal se)

# Ht SVMwth RBF Kernel
param grid ={ C: [0 5100, 150], '"gamn®’: [0 1,001, 0 001], probability:[ True]," kernel': [ rbf ]}
SVM grid = GidSearchCM SV({), param grid cv=3, refit=True, verbose=0)
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SVM gridfit(df_trainloc[:, of traincdumms !'="Patentid'], df train Patential)
best _nodel (SVM grid)

0. 798375

{ C: Q5 'gamme’: Q1 "kernel': 'rbf, "probability: True}

SV C=0.5 cache_size=200, dass_wei ght =None, coef0=0.0,
decision_function_shape= owr, degree—& gamnma=0. 1 kernel =rbf,
max_iter=1 probability=True, random state=None, shrinki ng=Tr ue,
td =0.001, verbose=False)

# At SVMwth pd kernel

paramgrid = { C: [0.511050 100], 'gamma': [0 1,001 0 001], probability:[True]," kernel':
[pdy]' degree:[23] }

SVM grid = GidSearchCM SVQ), param grid cv=3 refit=True, verbose=0)

SVM gridfit(df trainloc[:, df traincdumms !="Patertia'],df train Potentia)

best _nodel (SVM gri d)

0. 8545

{ C: 100 'degree: 2 "gamme': Q1 "kernel':'pdy, 'probability: True}
SV C=100, cache size=200, dass_weight =None, coef0=0.0,
decision_function_shape= ow', degree=2, gamma=0.1, kernel =pdy,
max_iter=1 probability=True, random state=None, shrinki ng=Tr ue,
td =0.001, verbose=False)

# Ft randomforest dassifier

.param grid = { nax_deptH: [3 5 6, 7, 8], " max_features':
[246789], n esti mators:[50,100],' mn_sanples split:[3 5 § 7]}
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RanFor_grid = @QidSearchCM RandonfForestdassifier(), paramgrid, cv=5 refit=True,
ver bose=0)

RanFor_gridfit(df_trainloc[:, df traincaumms !="Patentia'], df train patential)
best _nodel (RanFor _grid)

0.863125

{ max_deptH: 8 ' nax_features: 9 ' mn_sanples_split': 6 'n_esti nators: 50}
Rando mForest Qassifier(bootstrap=True, dass_wei ght =None, criterion=gni’,
max_depth=8 nax features=9, max_leaf nodes=None,

m n_i npurity decrease=0.0 nin_i nmpurity split=None,

m n_sanples_leaf=1, mn_sanples_split=5

m n_weight fraction leaf=0.0 n_esti nators=50, n_j obs=None,
oob_score=False, random state=None, verbose=0,

war m start =Fal se)

# Ht Bdrene Gradient boosting d assifier

param grid={ nax_depth:[56 7 8, gamma :[Q 01, 0. 001, 0. 001]," nan_child_weight':[1,5 10],'lear
ning_rat€:[00502020.3,'n_esti mators:[5 10 20, 100] }

Xgb_grid=@idSearchCV( XGBd assifier(), param grid cv=5 refit =Tr ue, verbose =0)
xgb_gridfit(df_trainloc[:,df traincdums!=paentia'],df train Potentia)

best _nodel (xgb_grid)

0. 86325
{gamme: Q0L 'learning raté: Q1 ' nax_deptH: 7, " mn_child_weight': § 'n esti nators: 20}
XGBd assifier(base_score=0.5 booster=ghtree, colsanple_bylevel =1,
casanple_bytree=1, gamnma=0.01, learning_rate=0. 1, nax_delta_step=0,
max_depth=7, mn_child_weight=5 nassing=None, n_esti nat ors=20,
n_jobs=1, nthread=None, oljective=hinary.logistic, random state=0,
reg_al pha=0, reg_lanbda=1, scale_pos_weight =1, seed=None,
silent =True, subsanple=1)
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In [36]: | # Fit SVM with REF

SVM_RBF = SVC(C=100, cache_ size=200, class weight=None, coef0=0.0, decision_ function_shape='ovr',6 degree=3, gammz
random state=None, shrinking=True,tol=0.001, verbose=False)
SVM _RBF.fit (df_train.loc[:, df_train.columns != 'Potential'],df_ train.Potential)
< >
Out[36]: 5VC(C=100, cache_size=200, class_weight=None, coef0=0.0,

decision_function_shape='ovr', degree=3, gamma=0.1l, kernel='rbf',
max_iter=-1, probability=True, random state=None, shrinking=True,
tol=0.001, wverbose=False)

In [54]): | # Fit Random Forest classifier
RF = RandomForestClassifier (bootstrap=True, class weight=None, criterion='gini',max depth=£, max features=6, max
min_impu:ity_split:}loﬁe, min_samples leaf=1, mln_samplesZsplit:: ,min_;eight_fraction_i
oob_score=False, random state=None, verbose=0,warm start=False)
RF.fit (df train.loc[:, df_train.columns != 'Potential'],df train.Potential)

<

Out[54]: RandomForestClassifier (bootstrap=True, class weight=None, criterion='gini',
max depth=8, max features=§, max:leaf_nodes=No:e,
min_impurity_decrease=0.0, min impurity_split=None,
min samples_leaf=1l, min_samples_split=3,
min weight_fraction leaf=0.0, n_estimators=50, n_jobs=None,
oob_score=False, random state=None, verbose=0,
warm_start=False)

Ht best Mbdels trained wth each respective paraneters for al six nodel ess

Log. _pri mal.fit(df trainloc[:,df traincodums!=Potertia'],df _train Patentia)
log_pol 2 fit(df train _pol2 df train Potertial)

SVM RBF.fit(df trainloc[:,df traincdums!=Potertia'], df train Poatertial)

SVM POL fit(df trainloc[:,df traincdums!=Potertia'], df train Patertial)

RF. fit(df trainloc[:,df traincoumms!=Patertia'], dof train Potential)

XGB fit(df _trainloc[:,df traincdumms! = Patertial'],df _train Patential)

Server | rfor mati on:

You are using Jupyter notebook

The version of the natebook server is: 550
The server isrunning on this version of Python:

Python 3 65| Anaconda, Inc.| (default, Mr 29 2018, 1332 41) [ M5C v. 1900 64 hit (AMD64)]
Current Kernel Irfornmetion:

Python 3 65| Anaconda, Inc.| (default, Mr 29 2018, 1332 41) [ M5C v. 1900 64 hit (AMD64)]
Type 'copyright', "aredits o 'licenseé for nore infor nation
IPython 6.4 0-- An enhanced Interactive Python Type'? for help
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